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TIME-STEPPING GALERKIN METHODS FOR NONLINEAR SOBOLEV
PARTIAL DIFFERENTIAL EQUATIONS*

RICHARD E. EWINGf

Abstract. Three cases for the nonlinear Sobolev equation c(x,u)(Ou/Ot)-V.[a(x,u)Vu+
b(x, u, Vu)V(Ou/Ot)]=f(x, t, u, Vu) are studied. In case I, the coefficients a and b have uniform positive
lower bounds in a neighborhood of the solution; in case II, b b(x, u) is allowed to take zero values and
possibly cause the Sobolev equation to degenerate to a parabolic equation; in case III we only require a
bound of the form la(x, u)l < K with a positive lower bound on b b(x, u, Vu). A Crank-Nicolson-Galerkin
approximation with extrapolated coefficients is presented for all cases along with a conjugate gradient
iterative procedure which can be used efficiently to solve the different linear systems of algebraic equations
arising at each step from the Galerkin method. A priori error estimates are derived for each approximation.
Optimal order Hi-error estimates are obtained in each case.

1. Introduction. We consider questions arising from approximate solution by
Galerkin methods of the nonlinear Sobolev equation

(1.1)
ou [ -]=[(x, t, u, Vu)c(x, u)--V, a(x, u)Vu+b(x, u, Vu)V

Ou

for x f, J (0, T ], where 1 is a bounded domain in Rd, d _-< 3, with boundary 012.
We consider the Neumann boundary conditions for u. In particular, we assume that
u C1( x [0, T ]) satisfies

(1.2)

Ou 02u
a) a(x, u)-u+ b(x, u, Vu) Ov ot g(x, t),

b) u(x, 0)= Uo(X), x

x 0, t6J,

where Ou/(Ou) is the normal derivative on the boundary of f. We note here that all the
following analysis can be carried over immediately to the problem with zero Dirichlet
boundary conditions replacing the Neumann conditions provided that appropriate
finite-dimensional function spaces are used. Inhomogeneous Dirichlet conditions will
be considered elsewhere.

Problems of the form (1.1) arise in the flow of fluids through fissured rock [3],
[17], thermodynamics [7], [33], shear in second order fluids [32], consolidation of clay
[31], and other applications. See especially [3] for the boundary value problem
discussed here. For a discussion of existence and uniqueness results, see [8], [17], [20],
[25], [26], [28], [30]. Several applications of the nonlinear problem can be found in
[8], [20]. Various numerical treatments of semilinear problems can be found in [16],
[19], [34]. Also, Ford presents a predictor-corrector-Galerkin method for (1.1) where
there is no dependence on u in c(x, u) and b(x, u, Vu) in [18]. For an extensive
treatement of equations of the form (1.1) and a comprehensive list of references to the
existing literature in the area, see chapter 3 of [6].

In 2 we present our smoothness assumptions on u and the coefficients in (1.1)
and the basic terminology of the paper. We then define a continuous-time-Galerkin
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1126 RICHARD E. EWING

approximation and an extrapolated form of a Crank-Nicolson-Galerkin approxima-
tion to (1.1). Since time-stepping with the Crank-Nicolson-Galerkin approximations
requires the solution of a very different set of linear equations at each time step, we
then define a conjugate gradient iteration technique which requires only one matrix to
be factored once for all time steps.

In 3, in the case of uniform positive lower bounds for a(x, u) and b(x, u, V u), we
present a priori estimates for both the extrapolated Crank-Nicolson-Galerkin
approximation and the conjugate gradient iterative approximation of (1.1). We
use approximation theory results of 2 to derive optimal order Hi-norm rates of
convergence (see [9], [14], [24], [34], [35]). The L2-norm rates obtained are not
optimal.

In 4, we consider some degenerate cases of (1.1). First, we allow b(x, u) to be
zero, in which case (1.1) and (1.2) degenerate into the standard nonlinear parabolic
Neumann problem. Some applications are discussed. Then we assume a positive lower
bound on b(x, u, Vu) while allowing the lower bound on a(x, u) to be possibly
negative. If a(x, u) O, we have the equation for a model for long waves considered in
[4], [5], [29]. We discuss comparisons with a numerical treatment of this problem
presented by Wahlbin in [34]. In both cases, we give error estimates for both the
extrapolated Crank-Nicolson-Galerkin scheme and the conjugate gradient iterative
variants.

In 5, we present some rough counts of the number of arithmetic operations
required for computation of the various methods. We emphasize the great reduction
in operation counts obtained by using the conjugate gradient iterative variants rather
than solving the linear systems directly. We also present some machine-oriented
stopping procedures for the iterations which are improvements over the theoretical
bounds established in 3 and 4.

2. Preliminaries and notation. Let (u, v)=. uvdx, Ilul12= (u, u), <u, v>=
auvdo, and lu[2=(u,u). Let Ws(l))= Ws be the Sobolev spaces on D. with
norms

When s 2, denote I111- I111 II011. Let {’h} be a family of finite-dimensional
subspaces of HI(fl), parameterized by h, with the following property"

for r ’, r => 3, and 3 =< p =< r, there exists a constant Ko > 0 such that for o Up,

(2.1)

Also assume that our family {’/h} satisfies the following so-called "inverse hy-
potheses"" there exists a constant K0, independent of h, such that for all q 6 h,

(2.2)
and

The various regularity assumptions on a, b, c, f and u from (1.1) are catalogued as
follows:
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TIME-STEPPING GALERKIN METHODS 1127

Q" 1) There exist uniform constants such that for all x e12, teJ and -oo<
ql, q2 < 00,

a) If(x, t, q,, q)l --< K1,

b) 0< c, <-_ c(x, ql) <- K1,

(2.3) c) case I: i) O<a,<-a(x, ql)<-K1,

ii) 0 < b, <= b(x, ql, q2)_-< K1,

case II: i) O<a,<-a(x, q)<-_K,

ii) O <- b, <= b(x, ql)_-<K1,

case III: i) a,<=a(x, ql)<=K1, (a,_-<0),

ii) O<b,<-b(X, ql, q2)<-_K.

2) Let a, b, c, and f be continuously differentiable with respect to each
variable and assume uniform bounds for x 1], e [0, T], and -oo < ql, q2 < o0,

(2.4)
102a oZb

b) 10--l Oqz

<K

We note that under the hypotheses of the theorems and corollaries to follow, our
approximations converge uniformly to u; thus (2.3) and (2.4) actually need hold only
in a neighborhood of the solution.

Let

(2.5) ][(’IILP((a,b);X) Ilq(" t)llXa)lltPa,b))"
R" For u, the solution of (1.1) and (1.2), and r from (2.1), assume

w + K2,
t;w)

(2.6) b) Iull(;+

+ N K.

Let t>0, N= T/t, and t=t, eN. Also, for integer n, let
n+l/2 n+l(x)(x,t"), ( +")/2, and denote dt"("+- fiat and

-2 + )/(At)2.
We shall use the method of comparison with the solution of an auxiliary elliptic

problem used by Wheeler [35] (see also [9], [14], [24]). Define W and Wb in h to be
the unique functions which, for [0, T], satisfy respectively

a) (v[w(. O-u(" O], vy)+(w(" O-u(’, O, y)=o,
(2.7)

b) (b(., u(., 01,

0-u(., 0, y)=0,

Clearly W and Wb are weighted H-projections of u, the solution of (1.1(1.2). Let
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1128 RICHARD E. EWING

{th} satisfy (2.1) and (2.2). Restrict such that the Neumann problem for -A +.I on
is HZ-regular and 013, is Lipschitz. Then as in [14] we apply a lemma of Nitsche [23]

to obtain the following result.
LEMMA 2.1. Let W and Wb be defined by (2.7) an let u be the solution of

(1.1)--(1.2). Let k 2 or k c. For some p satisfying 2 p r, &t u Lk (j; Hp) and
Ou/(Ot) Lk(j; HP). en there exists a constant K3, dependent upon and Ko, such
that for u W, s 0 or s 1, and 2 p r,

a) [[wlk(; g3h-llul[(,;,
(2.8)

b) IId.nlk(;..) K3hp-" Ilull(;.)+
Lk(J;Hp)

Note that (2.8) also holds for u- W and s 1 with K3 depending also on b,, K,
and a bound for Jou/otlkt,;c). Also it O:u/(Ot2),L(Y; H), then

nlk(;gh- lulk(;+ +L(J;H L(J;H)

We shall now present a set of lemmas which will provide needed regularity
properties for W and W. See [12] for typical proofs.

LMNa 2.2. Regularity assumption R and the assumption (2.1) with r 3 yieM the
existence o a constant K Ka(Ko, K) such that

+ N K.
L2(j ;L)

LMMa 2.3. In addition to regularity assumption R, (2.1), and (2.4), assume for
some K4 > O,

Lo(J ;H2)

Then them is a constant Ks Ks(Ko, K1, K2, K4) such that

+ + <--Ks.(2.10) --d(,.w) II ot2 I1(,;,,, Of3 II,.=(;,,,)
LEMMA 2.4. Assume (2.1) and that, for some K4 > O,

Lo(J;H3)

Then there is a constant K3 g3(Ko, K2, g4) such that

We now consider the continuous-time-Galerkin approximation of the solution of
(1.1)-(1.2). Let Uh’[0, T]-h be determined by

a) c(. Uh) O,y +(a(. Uh)VUh, Vy)+ b(. Uh, VUh)V Ou VyOt’

(2.12) =(f( t, ua, VUh), y)+(g( t), y),

b) (a(., u(., 0))V[u(., 0)-ua(., 0)], Vy)=0,
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TIME-STEPPING GALERKIN METHODS 1129

A standard Crank-Nicolson-Galerkin approximation to the solution of (2.12) would
result in a time discretization error of the order (At)2, but would require the solution
of a different nonlinear system of algebraic equations at each time step. (For examples
of this property for associated parabolic equations, see 10], [24].)

We shall extrapolate the nonlinear coefficients (see [10], [24]) to obtain the
following form of the Crank-Nicolson-Galerkin scheme. Let U: {0 to, tl,- , tv
T}-> th, where t. tj_l At, satisfy (using the notation c(u)= c(x, u(x, t)) etc.)

(c(EUn)d,Un, y)+(a(EUn)VU+1/2, Vy)+(b(EU, VEU")VdU, Vy)
(2.13)

=(f(t"+/2, EU, VEU"), y)+(g(t"+/2), y), Yh,

for n 1, 2,-’’, N-1, where EU"=U"-U-. With this definition of EU, we
see that information is required at two preceding time levels to advance in time. Thus
we need a starting procedure which will retain the overall accuracy of the method. A
predictor-corrector starting method (for example see [10], [18], [24]) will suffice. We
note that the method given by (2.13) requires only the solution of one linear system of
algebraic equations at each time step. (By comparison, the predictor-corrector
Galerkin approximation described by Ford in [18] for the simpler problem in which c
and b do not depend upon the solution, requires the solution of two linear systems of
algebraic equations per time step.) However, the solution of (2.13) requires that a
different system of linear equations be solved at each time step. We shall also consider
a modification of (2.13) which allows us to solve only equations associated with one
fixed matrix at all time levels.

Let M =dim h" Let {/}1 be a basis for h and, at the mth time step, let a
solution of (2.13)be given by

M

(2. 4) u=
/=1

Then define the following matrices and vectors:

a) C(O)=(c(O)),c(O) c .,U 2 07 ,,
l=l

b) A(0) =(a(0)), a(0) a .,N 2 0 V,V

c) B(O) (born(O)), b(O) b g 20lml, VE 20lm Vj, Vi
/=1 /=1

(2.15)
M M

d) Fro(O) (fT(O)), fT(0) (’, re+l E 07h VE O?l),
1=1 /=1

e) G(O)=(g(O)), g(O)=(g( t+/), ),
f) Co=((Co, )) and Ao=((aoV,V)),

for 1, , M and 1, , M, where ao and Co are any fixed values of a and c.
Using the above notation, we can write (2.13) in the form

c()(C*-CI c()+()+()
()+[()+()1.

We see from (2.3.I) and (2.15) that L is positive definite for each n.
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1130 RICHARD E. EWING

We next present a conjugate gradient iterative scheme which will greatly reduce
the work involved in solving (2.16) repeatedly with different coefficients. We use the
conjugate gradient method to solve for coefficients yT’, 1, 2,. , M, to replace the

7’ in (2.16)and then use
M

(2.17) V" E 3"?ql
/=1

as an approximation to U", the solution of (2.13). A predictor-corrector method for
determining V and V’ can be obtained using the conjugate gradient method as in

[12]. Thus, assume V, V1, V" are known by some method. We find y,+l (and
thus V"+1) using a conjugate gradient iteration (see [1], [2], [11], [12])as follows:

With

(2.18)

let

Lo=- Co + ( l +Ao,
2 0a) Xo=Xo=3’ -3’, n=l,
n+l 3"n --1 n--2(2.19) Xo=Xo =2 -33"" +3’ n_->2,

b) q0 So L"(y)xo+atA"(y)y"-zXt[F"(y)+G"(Y)l.

Then. for tz, to be determined later, and k 1, 2,., , tz, set

(2.20)

Finally, set

a) Xk + Xk q- OlkSk, where Ok
(L’qk, qk )
(s, L"(/)s )’

b) qk + qk + akL" (3")Sk,

c) sk+ Llqk+, + kSk, where/3k
(Lqk, qk )

(2.21) 3""+ 3"" +x
where/z is to be chosen independently of n. We define 9"+’ to be the exact solution
for one time step of (2.16) where the c- have been replaced by the 3"" computed by
the above scheme. We thus define 9"+’ to satisfy

-n+l(2.22) L"(3")(3" -3" )=-AtA (3")3""+At[F"(3")+G (3")].

We know from the theory of conjugate gradient methods [1], [2] that there exists a
constant p < 1 such that we have a norm reduction of the following form

a) IIL (3")/2(/2 T2)IIl <= OlIL (3")’/2(/2 23’’+
(2.23)

b) [Itn(3")’/2(’’/n+-3"n+l)lll <-PllLn(3")1/2(/n+l-33"n +33"n--’--3""--2)1[1 n >=2,

where the norm symbol refers to the Euclidean norm of the vector. For example, if we
let ao-= 1 and c0- 1 in (2.15), then from (2.3.I)we obtain

xWL" (3")x
a) 0< qo=< 01, OXEffM

x TLox

{a,At }(2.24) b) qo= min 2 + b,, c, > 0,

C) 1 1 -t- K1 o.
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TIME-STEPPING GALERKIN METHODS 1131

Then from Axelsson [1], [2], we have

We note that a choice of coefficients other than ao c0- 1 in the definition of Ao and
Co would slightly alter (2.24) and (2.25). A better choice for computational purposes
could be ao a(x, Uo(X)) and Co c(x, Uo(X)). Next, letting

M
n+l(2.26)

i=1

and using (2.17) and (2.26), we see that V" and I7"’+1 satisfy

c( EV") At y + a( EV")V
2

(2.27) + b( EV", 7EV")V At

(f( t"+’/z, EV", VEV"), y)+(g( t"+l/Z), y),

Define

(2.28)

a) 11112- (c(., EV"), q),

b) I]qll] (1/2a(., EV")Vo, Vq),

c) II]l- (b(., EV", VEV")V, V).

We shall abuse the notation of (2.28) in 3 by replacing EV" by EU" in the
coefficients with the same notation. From (2.3), we note that for each n, ].]- is
equivalent to ]].[, and ].[- and ]}.]- are equivalent to ]V.]. In the notation of (2.28),
(2.23) and the triangle inequality yield

(2.29)
a)

b) Q"+’- v"+’[ll pKII v"ll,, n 2,

where K depends upon the constants from the norm and semi-norm equivalences and
an upper bound on At and we define

(2.30)
a)

b) 63
We note from (2.25) that if a > 0 and

(2.31) (log (2K)+ log ())/,og (),
then

(2.32) pK < (At)".

In particular, if tz is chosen from (2.31) with a 1 for n 1, (2.29a) yields

(2.33) IIQ2- vll =< Atll62 vlll.
We shall use (2.29b) and (2.33) in the next section to obtain a priori bounds on

the difference ’"= Vn- W". We emphasize that the conjugate gradient method
outlined above is only one way to obtain the necessary norm reduction. The remaining
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1132 RICHARD E. EWING

theory depends only on the inequalities (2.29) and (2.33) and not on the method of
obtaining them.

3. A priori//1 error estimates. In this section for case I, we develop a priori
bounds for the error U-u" and then for the error in the conjugate gradient
modifications, V"-u", defined in 2. We then use the weighted HI-projection Wb
defined in (2.7b) and the notion of a negative-indexed norm to reduce the smoothness
assumptions on Ou/(Ot) when spaces h with large r are used. In each case of the
conjugate gradient semi-iterative method, the error at each time step need only be
reduced by a fixed (sufficiently small) factor that is independent of n, At and h. We
obtain optimal order HI-estimates.

We shall first state the following lemma which can be proved using the techniques
which follow in this section.

LEMMA 3.1. Let case I of (2.3), (2.4a), R and the restrictions on {u///h} of 2 be
satisfied. Let Wbe defined in (2.7a) and u be the solution of (1.1)-(1.2). Define U to be
the L2-projection of Uo(X) into l/th. Then a predictor-corrector Crank-Nicolson-Galer-
kin method canbe defined for U (as in [10], [12], [24]) which satisfies for At<--_’o,

(3.1) I]UO- W(’II1 q-llV 1- wllll +(At)l/2lldt(U- W)l]l =< Cl{(At)2 q-- h -’}

where ’o and C1 are positive constants with C1 depending on
a,, 6,, c,, Ko, K1, K2, K, and Ilu011,

Using Lemma 3.1, we prove the following error estimates for the solution of
(2.13).

THEOREM 3.1. Let case I of (2.3), (2.4a), R and the restriction on {Mh} of 2 be

satisfied. Let

lUllO_.z, K2(3.2)

and let (3.1) hold. Then there exist positive constants ’o and C2, with C2
C2(Q, K1, K2, K3, C1) such that if h <= ’o, At <-- h d/3, and r >= 3,

(3.3) sup IIU- ul]l -< C{(At)2 + h-l}.

Proof. Letting r/" u"- W" and Z" U"- W", we see that

(3.4)

(c(EU") dtZ", y)+(a(EU")VZ"+1/2, Vy)+(b(EU", VE.U")7 dtZ", Vy)

=(c(EU") dtl" ([c(EU")d,u"-C(tl(tn+l/2)) Otl-(t" +1/2)] y)
+(a(EU")Vrl "+1/2, Vy)-([a(EU")Vu"+’/2- a(u(t"+l/Z))Vu(t"+l/2)], Vy)

+(b(EU", VEU")Vd,I", Vy)-([b(EU", VEU")Vd,u"

+ ([I(t// ,u (/1/ u(//),u(t/%)l, yl, y e..

We shall obtain estimates on the Hi-norm by using y Zn+I-z 6Zn’-- AtdtZ" as
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TIME-STEPPING GALERKIN METHODS 1133

a test function. Using (2.28), we-obtain

(c(EU")dtZ", 8Z")+(a(EU")VZ"+1/2, V6Z")+(b(EU", VEU")Vd,Z", V6Z")
(3.5) Atlld,Z"ll.+

-> t Atlld,z" II, + {llz "+ ’11--IIZ"ll o}

where fl min {b,, c,} from case I of (2.3). We shall use H61der’s inequality and the
inequality

2

(3.6) ’1/,2 -F e, 2, e > 0,

to split all the terms on the right side of (3.4). We choose e in (3.6)so as to have small
quantities multiplying each of the contributions from the test function. For example,
we use a generalized H61der inequality and the fact that Hlc L6 continuously for
d -< 3 to obtain

I(a(EU")Vu "+’/z, Vd,Z")At-(a(u(t"+’/z))vu(t"+’/2), VdtZ")At

<= IAt(a(E U")[Vu"+/2- 7u(t"+/2)], 7dtZ")l
+ IAt([a(EU") a(EW")]Vu(t"+’/2), Vd,Z")l

+ Ia([a(EW")- a(Eu")+ a(Eu")
a(u(t"+’P))]Vu(t"+/), Va,Z")I

(3.7)
<- Cat{llu u(t’+’/bll, + [llEZ"llt.6(.)+ liEn"lit.6(-)

+

-< IId,Z"ll + cat{lln"ll + IIn"-’lll +-16

where

(3.8) o,,,,= (’,s) as

and the last constants in (3.7)depend upon K2 from (2.6 a). Similarly, we treat the
sixth term on the right of (3.4) as follows"

(b(EU", VEU")Vd,u", Vd,Z")At-(b(u(t"+’/2), Vu(t"+’/2)) V Ouot, Vd’Z")Atl
(3.9)

flat-< Ildtz"ll, + cat{lln"ll, + IIn"-’ll, + IIz"ll,: + IIz"-’ll}
-16

t- C[o-1, -- G_.,,](At)4where

(3.10) o-,. j,. I1 (’ s) d
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1134 RICHARD E. EWING

and the last constants in (3.9) depend upon K2 from (3.2). Clearly, the last term in
(3.4) can be estimated as above. In a similar manner, we treat the first, third, and fifth
terms on the right of (3.4) as follows

At[(c(EU")d,rt , dZ")+(a(EU)Vrt+/2, Vdtg")+(b(EU", V EU")Vd,rt ", Vd,Z")l
(3.11) <At

Using similar estimates, combining the results, and subtracting the small multiples of
t3Atlld,Z"ll from both sides, we sum on n 1,..., l- 1 to obtain

(3.12)

l-1

n=l

l-1 1-1 1-1

<---CAt Y. [lln"ll+lldm"lll+cAt Y. IlZnlld’C(At)4 2 [O’l,n"l-O’2,nl
n=0 n-0 n=l

We note that assumption (2.6c) implies that

N-1

(3.13) 2 [o-,,, +o-2,,,1=<2K2.

Then from (2.8) and (3.1) we have that

l-1

E {t3Atlld,Z"ll +IIZ"+IlI"-IIZ"IIa "}
(3.14)

l-1

C{(At)4 -1- h 2r--2}
__
CAt f. Ilz" I1.

n==l

In order to use the discrete Gronwall lemma in (3.14), we need a telescoping sum in
the I1" Ila" semi-norms. We use an idea of Rachford [24] to establish comparabilities
IIZlla and IIzllZ to obtain this telescoping sum. Note that

(3.15)

where

IIz"ll IIz"ll--’ + ([a (EU")- a(EU"-I)]vZ", VZ")

([02IlZ"ll]--i + E(Z" Z

-< IIZ"IIS--’ + C{,3,. + IIZ"-’ i1,=.> + IIZ"-=II,=.IIIZ"II,

(3.16) O’3’n J"--II at
(’’ s)

t(a)

Thus, as in [12], [22], we have

(3.17)
1-1 l-1

IIz"lla"-’ ---< IIzll
n=2 n=2

1--1

+ c . {,. +llz"-’lk(.)+llz"-lk(.)}llzOll.

Then, using (3.17) in (3.14) and (3.1), we use the telescoping property of the sum to
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TIME-STEPPING GALERKIN METHODS 1135

obtain

3 l-1

n=l

l--1

(3.18) C{(At)4+h2r-2}+Czt

1-1

rl=2

Next we note that we must introduce an L2-component on the left side of (3.18) to
combine with the II" Ila’-’ term to obtain terms equivalent to the Hi-norm to apply the
discrete Gronwall lemma. We also note that if At _--</3/(8a,), then

a,{l]Z "+ 1112 --[[Zn[]2} 2a,At(dtZ", Z")+ a,(at)2lld,Z"ll2
(3.19)

_< t+/-____t lid,Z" I[ + Catllz"ll4

Summing (3.19) from n-- 1 to n --l-1, adding the result to (3.18), and multiplying
the result by max 1, 2//3, I/a,}, we obtain

l-1 l--1

E AtIIdtZ"II + IIZ’!I7 <- C3{(A/)4 + h2r-2} + C4At
n=l n=l

(3.2(1)
l-1

l-1
Since -’-n=2 O’3, -< 2K3 from (2.9), in order to apply a version of the discrete Gronwall
lemma, we must show that for some C6 > O,

l-2

(3.21) E 116Z"llt(n) <-- C6.

We shall use an induction argument as in [12], [22], [24] to yield (3.21) with the

summation starting at n-- 1. For l--2, the inequality (3.20) and the estimate (3.1)
yield

(3.22)
,AtlldtZll + AtlldtZ 111 C7{(A/)4 + h 2r-2} + CaAtllz’ll

<- Cs{(At)4 + h _,-2}.

We note that if

(3.23)

a) h <- (2C8)-3/a,

b) At <- hal3,

c) r->_ 3->-}d + 1,

then

(3.24) Atlla,zll + Atlla,Z’ll7 h a.
Assume the following induction hypothesis:
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1136 RICHARD E. EWING

For h sufficiently small,

k

(3.25t At y, IIVd,Znll_< ha,
0

for l <-_k <-l-2.

that
If we use the inverse hypothesis (2.2b), (3.25), and the fact that NAt T, we see

<_N’/2Koh -d/2 [lZ"ll2
n=0

(3.26)
<-(At)-/2T1/2Koh-d/2(At)1/2 At ’. IIVd,Z"l]2

n=0

<_ T1/2Ko.
Then, with C6 T1/2Ko, we apply the discrete Gronwall lemma in (3.20) to obtain

l--1

(3.27) E Atlld,Z"ll + Ilzlll <= C9{(A/)4 -t- h2r-2}
n=l

where

(3.28) C9 <= C3 exp {C4T + 2Cs[K3 + T1/ZKo]}.
Then, with C8 in (3.23a) replaced by C9, we see that the induction argument is

completed. Since (3.27) holds for each 1 to N, we have

(3.29) sup IIU- WIll --< C10{(At)2 + hr-}.

Then (2.8), (3.1), (3.29) and the triangle inequality yield the desired result.
COROLLARY 3.1. If b in case I of (2.3) is independent of Vu (i.e., b b (x, u)) then

the results of Theorem 3.1 will hold with (3.2) replaced by

(3.30) IlO-ll _-< K.

Proof. The norm Ilou/ot]]wL in line 2 of (3.9) can be replaced by ]lOu/Otl]w by using
the generalized H61der inequality as in (3.7) and the fact that H c t6 continuously.

The results of 2 will now be applied to develop a priori estimates for the error
for incomplete iterative approximation. Let sr"= V"- W".
TzoM 3.2. Let the assumptions o[ Theorem 3.1 be satisfied. Assume V and

V am determined to satis[y

llv- w"ll, +llv w’ll w)ll, + h r-’}
and V2 satisfies (2.33). Then there exist positive constants C, C3 and o such that if
is chosen independently o[ n, h and t [or n 2 such that pK C12 in (2.29b), and
r3,

(3.32) sup IIV- Ulll C13{(A/)2 -1- hr-}.

The constants Cll and C13 have the same dependencies as C2.
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TIME-STEPPING GALERKIN METHODS 1137

Proof. A predictor-corrector version of the conjugate gradient method presented
in 2 and similar to that discussed in [12] will yield (3.31). From (2.7), we note that
W" satisfies an analog to (3.4) with EU replaced by EV in the coefficients. The
analog of (3.4) for ’n Vn- W is

(3.33)

+([f(t"+1/2, EV", VEV")-f(t"+/2, u(t"+l/2), Vu(t"+/))l, y)

+ c(EV") At ’Y + a(EV")V
V"+ n+l

2

+ b(EV", VEV")V At
Vy y 6 J/th.

By comparing (3.4) with (3.33), we see that the only significant difference in the proof
of this result is the method of treating the last term in brackets in (3.33). Using (2.33),
(3.31), and the equivalence of norms, we have

(3.34)

+CAt Ot----7- (. ,s) ds lid, ff [I,

= atlldZ ’ll + C((At)4 + h2r-2)

if At </3/64, since by the Cauchy inequality and (2.9)

(3.35) A II--- (’,s d -< C(At)3
o I] Dte (’,s as <= CK3(At)3.

D
ow

nl
oa

de
d 

11
/1

0/
15

 to
 1

65
.9

1.
11

2.
14

6.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



1138 RICHARD E. EWING

For n ---2, by (2.29b) and the equivalence of norms, we have

,+ ( ( V"+I- f"+I.), Vd,(,,)A(c(EV")(V ’- (’"+’), dr(")+ a(EV")V
2

+(b(EV", VEV")V(V"+1- "+’),
C1411 vn+1 9n+

(3.36) C 4Kolla

<-Atfagplld,ff"[ll {lld,ff"ll + 21l&r"-’lll + Ildr"-2l[1 + CAto’4.n}
where

(3.37) O’4’r
n-2 at

(’’ s) ds.

Note that from (2.9) and as in (3 35), N- 22n=l O’4,n -’-< CK3At. Since we have seven terms
involving Ildtsr"lll for various n in (3.36), we want to iterate sufficiently many times so
that

(3.38) pK < fl/(16C14)-= C12.
We note that this number of iterations is independent of n, At and h. We then see that
we can group the terms involving IId, ’ ll after summation, use (3.31), and absorb them
all in the left side of (3.33) as before. Then doing exactly as we did in the proof of
Theorem 3.1, we obtain the desired result, l-]

If b in case I of (2.3) is independent of Vu, we can determine Wb as in (2.7b) and
obtain the results of Theorems 3.1 and 3.2 with weaker smoothness assumptions on
Ou/(Ot). Note that, from (2.7b), we have

(3.39) d,[b(u")Vu"] dt[b(u")V W’ d,rl".

Also, we have

(3.40) d,[b(u )Vu"] (dtb(u"))Vu "+ 1/2 q_ (b(u))"+ ’/2Vdtu n.
Combining (3.39)and (3.40), we have

(3.41) (b(u))n+’/gvatu =(b(u))n+l/gVdtW’ -(dtb(u"))Vrl"+’/Z-dtrt ".

The following notion of a dual norm is useful; define

(3.42) ,]q,lr-,(m sup Ia qq, dx" ,[t/,I,, 1}.
Assume that the Neumann problem for -A + I on is H3-regular. Then, as in [13],
for each e [0, T],

r--2

We now state the following corollary.
COROLLARY 3.2. Let the assumptions of Theorem 3.1 hold with (2.6b) replaced by

(3.44) g .o
L2(j ;Hr-2)
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TIME-STEPPING GALERKIN METHODS 1139

In addition, assume that Ou/(Ot)e L(J H2) boundedly and the Neumann problem ]:or
A + I on is H3-regular. If b is independent of V u, then the results of Theorem 3.1

hold.
Proof. With Wb defined by (2.7 b) and satisfying (3.41), equation (3.4) becomes

/2, Vy)+(b(EU )VdtZ", Vy)(c(EU")dtZ y)+(a(EU )VZ

., ([ 0u /)], ,)--((EUn)M,’o y)-- (EOn)dtu -c(u(tn+l/2))V---(tn+l
n+l/2+(a(EU")Vrt ,Vy)

(3.45)
([a (EV)Vu+1/ a (u (t+/:))Vu (t+x/:)],

+([b(F.Vn)-(b(u))n+l/2]VdtW, Vy)+(dtT n,
+(d,(b(u"))Vrt "+’/2, Vy)

+ (b(u)).+,/2Vd,u b(u(t.+,/a))v_ (/n+l

+([f(t"+’/2 EU", VEU )

--f(t"+/2, u(tn+l/2), Vu(tn+l/2))], Y), Y h"
Using the test function y Z"+’- Z" d,Z"At, the analysis follows exactly as before
except for the terms involving d,rt" and the coefficients b. Using (3.42) and (3.43), we
treat the first and sixth terms on the right of (3.45) as follows

Atl(c(EU")d,q", d,Z")+ (d,t",

(3.46) <-_ Atl[d,Z"ll + CAtlldtTln[12H-l(f)

<-- 6fl AtlIdtZ"II + CAth 2r-2 ilUllr2_2 / -- ,-2

The fifth term on the right of (3.45) is bounded by

I([(EU")- (EWa )+ (EWa)- (Eu")+ (Eu")-O(u))"+’/qVd,WL Vd,Z")atl
(3.47)

<-Atlld,Z"ll + CAt{llz"ll + IIz"-’ll + IIn"ll + IIn"-’ll, + O’l,n}"

We note that the constant C in (3.47)depends upon K and a bound on
llaw/atlltoo(,;w;) from (2.10). The rest of the proof follows as before. I-1

COROLLARY 3.3. Let the assumptions of Corollary 3.2 and (2.4) hold. if we also
assume u L(J H3) boundedly, the results of Theorem 3.2 hold.

Proof. The proof of Theorem 3.2 is modified using an analog of (3.45) as
above. 13

4. Extensions to other cases. In this section we relax some of the assumptions of
case I of Q and thus treat a wider class of applications of (1.1). We emphasize that, in
case II, b is independent of Vu but, in case III, we again have b (bx, u, Vu).

First we shall treat case II of Q. We see that by letting b have the value zero, we
are allowing our Sobolev equation to degenerate to a nonlinear parabolic equation for
some set in [I. We note that the Neumann conditions for (1.1) degenerate at the same
time to standard Neumann conditions for the parabolic problem. In terms of the
model of fluid flow in a fissured medium introduced by [3], this would allow the size of
the blocks in the fissuring to tend to zero and approach the standard model for fluid
flow in a porous medium, without fissures.
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1140 RICHARD E. EWING

Mathematically, the assumption of case II of (2.3) will still force Ln(:) from
(2.16) to be positive definite for each n, so we have no problems with the existence of a
solution to (2.13) in this case. Similarly, we can define our conjugate gradient iteration
just as before to obtain the approximation Vn, n 0, 1, , N. However, we used the
fact that we had a positive multiple of a term equivalent to I[dtZ"[l (or Ildd’nll) on the
left side of (3.4) and (3.33) in the proofs of Theorem 3.1 and Theorem 3.2 respec-
tively, in a very crucial manner. We recall that we grouped small multiples of terms of
this type which arose from bounds of the form (3.7) and subtracted them from the
positive term mentioned above in our proofs. We must therefore modify our proofs in
this case to account for the lack of these important terms.

THEOREM 4.1. Let case II of (2.3), (2.4), R and the restriction on {,////h} O[ 2 be
satisfied. Let r >- 3 and an analog of (3.1) for case II hold. Assume that

Then there exist positive constants Zo and C16 such that if h <-_ Zo and At

(4.2) sup I[U- ull C16{(At)2 + hr-1}.

The constant C16 has the same dependencies as C2.
Proof. We first note that if the same test function is used as above and if

r/n= u"-Wn, then estimates of all terms on the right of (3.4)will follow as before
except for the terms involving Vy. These terms are contributed by the coefficients a
and b and must be treated differently. We note that, as in (3.7),

(a(EUn)Vu n+1/2, Vy)-(a(u(t"+l/Z))Vu(tn+I/2), Vy)

(4.3)
([a(EUn) a(u(t"+’/2))]Vu n+1/2, Vy)

+(a(u(tn+l/2))[VUn+’/Z-Vu(tn+/2)], Vy)

----- A 1,n "+" A2,n.

Similarly, we see that

(b(EUn)Vd,u Vy)- b(u(tn+’/Z))v- 1/2), Vy

(4.4)
([b(EUn)-b(u(tn+’/2))]Vd,un, Vy)

+(b(u(t"+I/2))[Vdtun-V Ou (t"+/2)lot Vy)
B1,n - B2,n.

We shall use summation by parts in time to bound each of Ai, Bi, i= 1, 2. As
typical examples, we shall give estimates for Bl,n and B2,n. With y- Z"+I-Zn, we
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TIME-STEPPING GALERKIN METHODS 1141

sum by parts to obtain

n=l n=2

b(u(t"+’/2)) Vdtu -V- -b(u(t" Vdtu
Ou

At
At

( b(u(tl-/2))r( dtul- --OU (ll-/2))

(4.5)

where

(4.6) o’5.. IIo? (’’ s) Ms.

We note that C,7 depends upon the bound K2 for [103u/Ot311L(j;l from (4.1) while
C18 also depends upon the bound for [loau/ota][t.,(j;H,). To estimate BI,,, sum by parts
in time again to obtain

ll l--
< 2 ({[b(EU")-b(u(t"+’/z))]Vdtu"

n=l n=2

+ l([6(eu’-’) b(u(t-’/))]Va,u -’, vz)l
(4.7) +

+ Ilw ’ll2 * llw -zl[2 + Iln -[ + (t)4}
1--1

+llz/ll ’-’ + 2 ([b(EU")

b(u(t"+’/z))][Vdtu" -Vdtu"-’], VZ")

+ (Vdtu"-’[b(EU’) -b(u(t"+’/2))
In=2

-{b(EU"-’)- b(u(t"-’/2))}l, VZ").

Note that C20 depends upon the bound K2 from (4.1). We bound the next to the last
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1142 RICHARD E. EWING

term on the right of (4.7) as follows"

(4.8)

where

l--1

Y ([b(EU")- b(u(t"+’/z))][Vd,u"-Vd,u"-], VZ")
n=2

l-1

c=, Y o-6,.[llz"ll,2 +lln"ll2 +(zxt)]
n-----1

(4.9) o6, V- (., s) ds, n 1,..., l- 2,
L3(I-)

N--1
and o’6,-1 is as in (4.9) with "/2 replaced by "/ Then ,=1 o6,. <-_CK2 by (4.1).
Next define

Ob
a) b],,,(x)= -u(X, OEU"+(1-OIEU"-’)dO,

(4.10t
Ob

b) b;,,,(x)= uu(X, Ou(t"+’/l+(1-Olu(t"-l/2lldO.

We now treat the last term on the right of (4.7) as follows

l--1

2 (Vd, u"-l[b(EUn)-b(u(t"+l/2))-{b(EU"-l)-b(u(t"-l/2))}], VZ)
n=2

(Vdtu -1[btl,.{EU" EU"-I} b2,, /2)__ u(t 1/21}], VZn)
In =2

< 2 Vdtu"-l[b u(t
1,n-b2,n] at

n=2 At

(4.11) + Vdtu"-lb ’l,n [EtZ’-l-E6"rl "-1 + E6u"-’ -{u(t"+1/2)

U(tn-l/2)}] }, VZn)
l-I

n=O

l--1

+c,At E Ild,z"ll + C3Atlld,Z[I + C:4(At)4.

One can easily see that corresponding bounds can be obtained in exactly the same way
for AI,,, and A2,.. Similarly, using summation by parts, we see that

(b(EU")Vd,n", V(Z"+’- Z"))
n=l

l--1

<-- ’, ([b(EU")- b(EU"-ll]Vd,n ", VZ")
n=2

(4.12)
l--1

-}- n:2E (b(EU"-l)[Vd,rt" Vd,rl"-ll,

+ [(b(EVt-1)Vd,’q l-1, vzll[ Jr-I(b(EValVdm’,
We use the fact that llvon/otll,m ;,:o> <= cll,ll,, , to be bound the first term on the
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TIME-STEPPING GALERKIN METHODS 1143

right of (4.12) as follows:

([b(HU")- b(EU"-’)lVd,rl", VZ")

(4.13)

n=2

l--1 l--1

<= C:6AtlldtZ][: +c.At Y. IId,/"ll / c:TAt , []ldtrl"]li + II/"llffl.
n=l n=2

This yields a bound for (4.12)of the form

(b(EU")Vd,rl", V(Zn+I-z
In=l

(4.14)
l-1

_-< ollZ/lJa ,-, + 3@,at E Ila,z"ll* + c,.dllz ’ll, + Ila,z"ll*at +IId,n’-’ll + Ilclm ’ll,}

l-1

+ C:9It 2 [llz"ll +IId,n"ll, +

We note here that if a projection W0 of the form (2.7b)could be defined, then, as in
the proof of Corollary 3.2, we would not have to treat the term bounded in (4.14) and
an assumption on u of the form u Hi(j; Hr) instead of the stronger u H2(j; nr)
would suffice for this result. However, since b is allowed to take on the value zero, the
projection W0 from (2.7b) is not well-defined. The third term on the right of (3.4) can
be bounded using similar techniques. Combining the above estimates with those
obtained in the proof of Theorem 3.1, we obtain

1-1 l-1 1-1

}c,At E Ild,Z"li+At E IId,z"llo+ E {llz"+’lla"--IIz"lla4
n=l n=l n=l

=< 1/411z’llS’-’ + C3o{llZ
(4.I5)

+ Gdlln11 + IIn’ll + IIn’-fll + IIn ’-’11 + Ild,n’ll, +lld,n’-’ll + (At)4}
l-1

n=l
l-1

+ C34
n=l

We next introduce an L2-norm of Z to the left side of (4.15) in order to apply the
discrete Gronwall lemma in the Hi-norm and simultaneously treat the term multi-
plied by C3a as follows:

(G, + 1/2){llz"+’ll-IIz"ll*} 2(c3a + 1/2)At(dtZ", Z")+ (C31 + 1/2)(at)lla,z"ll2
(4.16)

<= c,atlld,Z.ll +
if At<c,[16(C31+1/2)]-1. Sum the above inequality from n 1 to l-1 (with C3a 0),
from n 1 to l- 2, and then from n 1 to l- 3. Then use the telescoping properties of
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1144 RICHARD E. EWING

the sums and add the results to (4.15) to obtain
l-1 1-1 l-1

1/2c’At Ild,Z"ll/1/21lzZ[12+ Z {llZ"+’lla-IIZ"lla"-’}+At
n=l n=l n=l

(4.17)
<--_1/411z’ll a ’-’ + C36((A/)4 -F h2r-2)-F C37 E [At -F 0-5, --We have used Lemma 2.1 and the result for case II corresponding to (3.1) to obtain

the bound appearing in the second term on the right of (4.17). We then use the ideas
of (3.15)-(3.28), the telescoping sum, the comparability of [1. Ila" +]1" with 1[" I1’, and
the discrete Gronwall lemma to obtain a result similar to (3.29). The final result of the
theorem follows from (2.8), the inequalities analogous to (3.1) and (3.29), and the
triangle inequality. I!

We note here that the assumption of a positive uniform lower bound for b(x, q)
was used very strongly in the proof of Theorem 3.2. Since assumption (2.3) case II
does not allow this, we must again modify our proof and Theorem 4.2 will be weaker
than Theorem 3.2. By making the "inverse assumption" (2.2a) on h and making the
additional assumption that, for some constant C39, independent of h, we have

(4.18) At_--< C39h2,

we can use the results of Theorem 4.1 to obtain the following result.
THEOREM 4.2. Assume the hypotheses of Theorem 4.1 and (4.18) hold. Assume

that V and V satisfy

(4.19) I[V- Wll, +llV’- W’[I, +(at)/2lld,(V- W)l/--< C4o((A/)2 + hr-1}.
For n >= 1, let V" satisfy (2.29) with pK satisfying (2.32) with 1. Then there exist
positive constants C41, C42 and ro such that if h <= To and At <= C39h 2,

sup IIv- ull,

The constant C42 has the same dependencies as C4o.
Proof. The proof of this theorem follows from Theorem 4.1 as in Theorem 3.2,

except we need new estimates for (3.34) and (3.36) to fit into the analysis of Theorem
4.1. From (2.29) we obtain the following to replace (3.36). The replacement for (3.34)
is determined analogously. For n => 2, we use (2.2a) and (4.18) to obtain

At c(EV") At

+ (b(EV")V At Vdt"

(4.20)

+ Can(At)S } (At)l/2KhD
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TIME-STEPPING GALERKIN METHODS 1145

if we choose/x such that we have

(4.21) p < c,At/(16KC39C43K ).

The rest of the proof follows as before. !-I
COROtIAr 4.1. If b =-O, then we can weaken the assumptions of Theorems 4.1

and 4.2 to

with r >-_ 2. The results of Theorem 4.1 as well as optimal order L2-estimates can be
obtained. A conjugate gradient iterative process with (4.21) replaced by a fixed constant
which is independent of n, h, and At yields optimal order L2 and H error estimates.

Proof. (See..[ 12]).
We shall now consider a different weakening of the assumption of case I of Q.

The new assumption is given by case III of Q and allows a, to be less than or equal to
zero. We note that in case a(x, q)=O, we have a form of the model used in [4], [5],
[29], [34] to model long waves. Wahlbin considered this equation when 12 I in one
dimension and b and c were independent of q. He achieved optimal order L2, H 1, and
L estimates in [34]. If a, < 0, the equation can model backward time problems and
has been used in [15], [27] to approximate unstable backward parabolic problems. For
numerical methods for backward in time quasilinear problems, see [16], [19].

Mathematically, the assumption (2.3c.III)will allow L"(:)from (2.16)to lose its
positive definite character unless a, 0. If a, <0, we can see that by making the
further restriction on At, that for some 0 < e < b,,

(4.23) O<At<-- 2b*-e
la,I

then L"() will again be positive definite for each n and we again have the existence of
a solution to (2.13). We can define the conjugate gradient iteration as before to obtain
the approximation V", n 0, 1,-.., N. We note that we no longer have the teles-
coping sequence of semi-norms II" Ila" as in (3.6). We must therefore use a different
test function in (3.5). Define

(4.24) d max {a*, [a.I}.

THZOIEM 4.3. Let case III of (2.3), (2.4a), (3.1), R and the restrictions on {///h} of
2 be satisfied. Let At satisfy (4.23), r --> 3, and

hold. Then there exist positive constants ro and C46 such that if h = ro and At h a/3,

(4.26) sup IIU- ul]l C46{(A/)2 + hr-}.

The constant C46 has the same dependencies as C2.
Proof..First consider the test function y dtZ"At as before. Due to case III of

(2.3) we shall treat the second term on the left of (3.4) with the terms on the right. We
obtain

(4.27) I(a(EU")VZ"+’/2, Vd,Z"at)l <=1/413Atlld,Z"ll + C47At[llZ"+’lI +llz"ll ].
Letting At--< (4C47)-1 and using (4.27)we obtain as in (3.14)

(4.28) - At Y. IIdZll__<
4

IIz/[lff / CAt
n=l n=l
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1146 RICHARD E. EWING

Since this does not give the estimate we need, we also use the test function y Z"+1/2

in (3.4) and treat the second term on the left of (3.4) with those on the right using
(4.24). After multiplying by 2At and obtaining bounds as above, we use (2.28) to see
that

(4.29)
<-- zlll21 Jr- CAt E IIz"ll + c{(zt)4-4- h2r-2}.

We shall now use our comparability of norms argument to make the sums on the left
side of (4.29) telescope. Since b b(x, u, Vu), the argument is slightly more compli-
cated than before. As in (3.14)-(3.18)we obtain from (4.29)

(4.30)
IIZIlI <--_ Z’II + cAt

l--1

+ c E {o--,.,, +ll,sz"-’ll + Ilaz"-=ll’}llz’=
.=2

where

(4.31) cry,, (" s ds.
WL

Note that 21-1.=_ cr7,. <--CK. since Ou/(Ot) L2(j; H3) from (2.6b). Then adding (4.28)
and (4.30), we obtain

(4.32)

1-1

l-1
--< C{(At)4 4" h 2r--2}

__
CAt _, IIz"ll,

l-1

+ c 2; {,. +llsz"-’ll’ +llsz"-=llc’}llz"ll.
.=2

The same induction argument as used in the proof of Theorem 3.1 will then yield

1-2

(4.33) E IIz"ll’-< c,
.=0

and the discrete Gronwall lemma will establish our result. F!
THEOREM 4.4. Let the assumptions of Theorem 4.3 be satisfied. Assume V and

V satis[y (3.31) and V2 satisfies (2.33). Then there exist positive constants C48 and ’o
such that if tx is chosen independently of n, h, and At for n >- 2 such that oK <--_ C12 in
(2.29b), if h <= Zo and At <-- h u/3,

(4.34) sup IIv- ull,--< C4s{(At) + h’-’}.

Proof. Recall that to use the analysis of Theorem 4.3, we must use (3.34) and
(3.36) as well as corresponding estimates for the test function y sr"/l/=. For example,
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TIME-STEPPING GALERKIN METHODS 1147

after multiplying by At, (3.36) with the new test function yields

V,/ f,-+
(c(EVn)(Vn+l__ 9n+l), n+l/2)_. a(EV,)V

2
At

+(b(EV’)V(V"+1 I7"+),
C491 Vn+, n+ Ill lien+ 1/2111

32

We see that this estimate will fit into the analysis together with (3.34) and (3.36) and
the techniques of the proof of Theorem 4.3 will yield the desired result. I-I

5. Computational considerations. In this section we consider some computa-
tional aspects of the extrapolated Crank-Nicolson-Galerkin (ECNG) method and its
preconditioned conjugate gradient (PCG) iterative variant. We compare some rough
operation counts for the two methods. Then we consider some machine-oriented
stopping procedures which, while preserving the error bound, would stop the con-
jugate gradient iteration earlier than the pessimistic theoretical bounds given by (2.31)
for case II and by (4.21) for case i and case III.

For estimating the arithmetic operation counts, we restrict our attention to spaces
of piecewise polynomials over quasi-regular meshes. Although the heuristic
arguments presented below can currently be made precise only in cases in which the
meshes have very special structure (such as uniform mesh on a square), numerical
experiments indicate that the assumptions are more generally valid.

First consider d 2. Let M be the dimension of ’h and N be the number of time
steps. Assume that the work to factor a matrix with the structure of L" or Lo from
(2.16) or (2.18), respectively, is F-M3/2. For a rectangular mesh on a rectangle this
order work estimate can be achieved optimally by the nested dissection process of
George [21]. We next assume that the amount of work to solve the system once the
matrix has been factored is essentially the number of nonzero elements, or S=
M log M.

Combining the above ideas, since the ECNG method requires a factorization at
each time level, the total work for the ECNG method for cases I, II or III is of the
order

N(F + S)= O(N(M3/2 +M log M))= O(NM3/2).
For cases I and III, we note that we need only a fixed number of iterations of the PCG
method at each step with only one factorization. Thus the work estimate for the PCG
method for cases and III is

(5.2) F + NS O(M3/2 +NM log M) O(NM log M).
For case II, where a norm reduction factor of Q(At) is necessary, O(log (1/At))=
O(log N) iterations are required at each time step and the total work is

(5.3) F + NS O(M3/2 -t- N log N(M log M))= O(NM log N log M).

If d 3, the best conjectures we know of say that F M2 and S M4/3. We use these
F and S in (5.1)-(5,3) to obtain work estimates for d 3. We define an "optimal"
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1148 RICHARD E. EWING

work estimate as one which is. proportional to the number of unknowns in the
problem--MN.

We summarize the above remarks in the following table of total work estimates:

d=2 d=3
"Optimal" NM NM
Cases I and IIIof PCG NM log M NM4/3

Case II of PCG NM log N log M NM4/3 log N
ECNG NM3/2 NM2

One can clearly see that the PCG incomplete iterative methods yield work estimates
that are "close to optimal" and which are much better than the ECNG methods for
large M and N. For some slight modifications of the PCG methods with comparable
work estimates see 12].

We now consider alternative stopping procedures for the iterations in the PCG
methods. Let V+1 correspond to Xk of (2.20). (2.24) then yields the comparability

(5.4) 0< 00 <[1’I"+’ if,,+1,,, ]]/(L-d qk, qk), <- b,.

Since we compute (Llqk, qk)t during the PCG procedure, we can easily estimate the
size of the error ]]V+l I?"+’]]1.

If We had

(5.5) g+1 9n+ 11112
then the left-hand side of (4.20) would be bounded by

(At)/2Ko
e Atc,lld,"[I + CA (At)-2.

Thus at each step if either a norm reduction factor of O(At) is achieved or

(5.6) A (At)- --< C((A/)4 h- h 2-2)At,

then the results of Theorem 4.2 will ,hold. Thus, in the program, one could set a
parameter K O((At)3((At)4 + hzr-2)) and stop iterating if

(5.7) (L-d ’q, q )l

due to (5.4).
Also note that by comparing (Lq0, qo) and (Lq, q)t we can observe the

actual factor by which the norm is reduced. Another stopping procedure could be to
define another parameter 01 O(At) for case II, for example, and stop the iteration if

(5.8) (L-dq, q),/(L-dlqo, qo)l <- p.
The results of Theorem 4.2 will still hold.

For each of the cases, there corresponds appropriate choices of and 01 to retain
the error bounds. The following table summarizes these choices.

Result r Pl
Theorem 3.2 C(At)2((Al)4 + h 2r-2) (C12/K)(l/oo)1/2

Theorem 4.2 C(At)3((At)4 + h 2r-2) CAt
Theorem 4.4 C(At)Z((At)4 + h 2r-2) (C12/K)(1/o)1/2
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