NUMERICAL SOLUTION OF SOBOLEV PARTIAL DIFFERENTIAL EQUATIONS*
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Abstract. Finite difference techniques can be applied to the numerical solution of the initial-boundary value problem in $\mathbb{S}$ for the semilinear Sobolev or pseudo-parabolic equation

$$\sum_{i=1}^{n} \left[ \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial}{\partial x_j} u \right) + h_{ij} \frac{\partial}{\partial x_i} u \right] - q = ru,$$

where $a_{ij}, b_{ij}, q$ and $r$ are functions of space and time variables, $q$ is a boundedly differentiable function of $u$, and $S$ is an open, connected domain in $\mathbb{R}^n$. Under suitable smoothness conditions, the solution of a Crank–Nicolson type of difference equation is shown to converge to $u$ in the discrete $L^2$-norm with an $O((Ax)^{2} + (At)^{2})$ discretization error.

The numerical problem is reduced to the inversion of a certain matrix at each time level. For the problem with constant coefficients in a two- or three-dimensional cube, a two-level iteration scheme with a Picard-type outer iteration and an alternating direction inner iteration is presented. For more general operators and more general regions in $\mathbb{R}^n$ for arbitrary $n$ the same two-level scheme with a successive overrelaxation inner iteration is discussed.

1. Introduction. The purpose of this paper is to consider the numerical solution of certain partial differential equations with one time derivative appearing in the highest order terms. Equations of this type arise in many areas of mathematics and physics. They are used to study consolidation of clay [25], heat conduction [2], homogeneous fluid flow in fissured material [1], shear in second order fluids [3], [18] and other physical models. In connection with nonsteady flow of second order fluids, Ting [26] considers the initial-boundary value problem for the equation

$$\rho v_t = \frac{1}{2} a_x v_{xx} + c v_{xx}, \quad 0 \leq x \leq h, \quad t \geq 0,$$

with constant coefficients. For a discussion of several physical applications of the nonlinear problem, see [16].

In a Hilbert space setting, this type of equation is of the form

$$u'(t) + Bu(t) + Au(t) = 0, \quad t > 0,$$

where $A$ and $B$ are various operators. Yosida used the equation (1.2) with $B = \beta A$ in his proof of the generation theorem for semigroups of operators [28]. The equation (1.2) with $B = \beta A$ has also been used to approximate certain parabolic equations backward in time [13], [23]. In [24], Showalter and Ting discuss the initial-boundary value problem of the type (1.2) using Hilbert space techniques. Davis [6] and Showalter [21], [22] have also considered various mathematical aspects of equations of this type. Ford [14] has considered some numerical aspects of this type of problem.
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In this paper we consider linear and semilinear initial-boundary value problems in \( S \times (0, T] \) of the form

\[
\sum_{k=1}^{m} \left\{ \frac{\partial}{\partial x_k} \left[ a_k(x, t) \frac{\partial}{\partial x_k} u \right] + \frac{\partial}{\partial x_k} \left[ b_k(x, t) \frac{\partial}{\partial x_k} u \right] \right\} - qu = ru \cdot h, \quad (x_1, \ldots, x_m) \in S, \quad 0 < t \leq T, \tag{1.3}
\]

\[
u(x_1, \ldots, x_m, 0) = f(x_1, \ldots, x_m), \quad (x_1, \ldots, x_m) \in S, \tag{b}
\]

\[
u(x_1, \ldots, x_m, t) = g(x_1, \ldots, x_m, t), \quad (x_1, \ldots, x_m) \in \partial S, \quad 0 < t \leq T, \tag{c}
\]

where \( S \) is an open connected subset of \( \mathbb{R}^m \) and \( \partial S \) is the boundary of \( S \). We later describe smoothness assumptions and bounds on \( u \) and the coefficients above.

Standard problems of this type have \( a_i > 0, b_i > 0 \) and \( r > 0 \). The backward time problems are given by \( a_i > 0, b_i < 0 \) and \( r > 0 \). The results of this paper hold for both time cases; however, as we shall see, most of the restrictions on \( \Delta t \) can be dropped when \( b_i > 0 \).

We note that if we limit the number of time levels in the difference equation approximations to two, the time derivative in the highest order terms necessitates the use of implicit numerical schemes. Thus due to the increased rate of convergence over standard implicit schemes, we use the \( m \)-dimensional analogue of the Crank–Nicolson difference equation \([5]\) to replace the differential problem.

In \( \S 2 \) we establish some special notation and present basic assumptions needed throughout the paper. In \( \S 3 \) we derive eigenvalue estimates for the problems to be studied in \( \S \S 4 \) and 5 for fairly general domains and use these to obtain stability. Using the stability analysis and eigenvalue estimates, we derive convergence of the Crank–Nicolson difference schemes for the linear problems of type (1.3) in \( \S 4 \) and for semilinear problems in \( \S 5 \). Finally in \( \S 6 \), we discuss the algebraic problems for the Crank–Nicolson schemes of the previous sections. We reduce the problem of convergence to the inversion of a matrix at each time level. In order to treat the nonlinear difference equations of \( \S 5 \), we present a pair of two-level iteration schemes. The first method, using an alternating direction inner iteration, applies to equations in a rectangular box with constant coefficients for \( m = 2 \) or \( m = 3 \) and requires calculations of the order

\[
O((\Delta x)^{-m} \log (\Delta x)) \tag{1.4}
\]

at each step. The second method, using a successive overrelaxation inner iteration, applies to more general equations in more general regions for arbitrary \( m \) and requires calculations of the order

\[
O((\Delta x)^{-m+1}) \tag{1.5}
\]

at each step.

2. Preliminaries and notation. We shall require some special notation and assumptions. Let \( l_1, l_2, \cdots, l_m \) be a basis of unit coordinate vectors in \( \mathbb{R}^m \). To set up a finite difference equation, we fix a point \((0, 0, \cdots, 0)\) and construct a rectangular lattice whose nodes are \( x = (x_1, x_2, \cdots, x_m) \) such that

\[
x_k = p_k \Delta x_k, \quad k = 1, 2, \cdots, m, \tag{2.1}
\]
where \( p_k = 0, \pm 1, \pm 2, \cdots \), and for each \( k \), \( \Delta x_k \) is the mesh size in the direction \( l_k \). We define the average mesh size by

\[
\Delta x = \frac{1}{m} \sum_{k=1}^{m} \Delta x_k.
\]

Two nodes with coordinates \( p_k \Delta x_k \) and \( p'_k \Delta x_k \) are adjacent if \( \sum_{k=1}^{m} (p_k - p'_k)^2 = 1 \). The set of nodes in \( S \) such that all adjacent nodes belong to \( S \cup \partial S \) is the interior of \( S \) denoted \( S_h \). All other nodes in \( S \cup \partial S \) belong to the boundary of \( S \cup \partial S \) denoted \( \partial S_h \). We assume \( S \) is connected. Also we must make the somewhat stringent assumption that \( \partial S_h \subset \partial S \).

We consider the vector

\[
(2.3) \quad \alpha = (p_1, p_2, \cdots, p_m)
\]

and use the notation for any function \( f \),

\[
(2.4a) \quad f_\alpha = f(p_1 \Delta x_1, p_2 \Delta x_2, \cdots, p_m \Delta x_m),
\]

\[
(2.4b) \quad f_{\alpha,n} = f(p_1 \Delta x_1, p_2 \Delta x_2, \cdots, p_m \Delta x_m, t_n),
\]

\[
(2.4c) \quad f_{\alpha + (1/2)l_k,n} = f(p_1 \Delta x_1, \cdots, p_{k-1} \Delta x_{k-1}, \Delta x_k, p_{k+1} \Delta x_{k+1}, \cdots, p_m \Delta x_m, t_n)
\]

and similarly for \( f_{\alpha - (1/2)l_k,n} \).

We shall not assume that \( \Delta t \) equals \( \Delta x_k \); however, when we consider \( S \) as a cube we assume \( \Delta x_1 = \Delta x_2 = \cdots = \Delta x_m \). The standard Landau order notation will be used. If \( f \) is a function of several variables,

\[
(2.5) \quad f \in C^\beta
\]

implies that all partial derivatives of order not greater than \( \beta \) are continuous.

Now we present a list of basic difference formulas we shall use. The proofs of these formulas follow from Taylor’s theorem.

\[
(2.6a) \quad \left. \left( \frac{\partial}{\partial x_k} \left( a_k n + \frac{1}{2} f_n \right) \right) \right|_\alpha = \frac{1}{2} (f_{\alpha+1/2l_k,n} - f_{\alpha,n}) - (a_k x_{\alpha-1/2l_k,n+1/2}(f_{\alpha,n} - f_{\alpha-1/2l_k,n})) / (\Delta x_k)^2 + O((\Delta x)^2),
\]

\[
(2.6b) \quad f_{\alpha,n+1/2} = (f_{\alpha,n+1} + f_{\alpha,n}) / 2 + O((\Delta t)^2),
\]

We shall use standard difference notations \([9, pp. 2-4]\) as well as the notation

\[
(2.7) \quad \Delta x_a \left( a_n + \frac{1}{2} \Delta x f_n \right)_a = \sum_{k=1}^{n} \left( \Delta x_k \left( a_k n + \frac{1}{2} \Delta x_k f_n \right) \right)_a.
\]
We now make some smoothness assumptions and define some bounds for our problem. For the problem under consideration, we assume:
(i) there exists a unique solution \( u \in C^5 \) in \( S \), the closure of \( S \),
(ii) \( a_k \) and \( b_k \) are three times boundedly differentiable in the \( k \)th space variable and in \( t \), and \( q \) and \( r \) are boundedly differentiable in all space variables and in \( t \),
(iii) the coefficients satisfy the bounds,
\[
\begin{align*}
& (a) \ 0 < A_* \leq a_k(x, t) \leq A^* \text{ for } k = 1, 2, \ldots, m, \\
& (b) \ 0 < R_* \leq r(x, t) \leq R^*, \\
& (c) \ B_* \leq b_k(x, t) \leq B^* \text{ for } k = 1, 2, \ldots, m, \\
& (d) \ Q_* \leq q(x, t) \leq Q^*,
\end{align*}
\]
where \( B_* \) and \( Q_* \) may be negative and \( B^* \) and \( Q^* \) are nonnegative.

3. Stability from eigenvalue estimates. We first consider eigenvalue estimates for a difference equation used to solve differential equations of the type (1.3) where \( S \) is a cube, \( a_k = a_k(x_1, \ldots, x_m, t) \), \( b_k = b_k(x_1, \ldots, x_m, t) \) for \( k = 1, 2, \ldots, m \), \( q = q(x_1, \ldots, x_m, t) \) and \( r = r(x_1, \ldots, x_m, t) \). We shall generalize \( S \) later. We make the assumptions described in (2.8).

Using the notation of (2.7), consider the Crank–Nicolson difference equation
\[
\begin{align*}
\frac{(\Delta_x[a_{n+1/2}\Delta_xw_n]_x)}{\Delta t} - \frac{(\Delta_x[a_{n+1/2}\Delta_xw_n]_x)}{2} + \frac{(\Delta_x[b_{n+1/2}\Delta_xw_n]_x)}{2} &= \frac{r_{x,n+1/2}(w_{x,n+1} - w_{x,n})}{\Delta t}, \\
\text{where } &\ (x_1, \ldots, x_m) \in S_h,
\end{align*}
\]
\[
\begin{align*}
\text{for } \ (x_1, \ldots, x_m) \in S_h, \\
\text{and } &\ w_{x,0} = u_{x,0}, \\
\text{for } &\ (x_1, \ldots, x_m) \in \partial S_h.
\end{align*}
\]

Rearranging (3.1a), we have
\[
\begin{align*}
\frac{r_{x,n+1/2}w_{x,n+1}}{\Delta t} - \frac{(\Delta_x[a_{n+1/2}\Delta_xw_n]_x)}{\Delta t} + \frac{q_{x,n+1/2}w_{x,n+1}}{2} &= \frac{(\Delta_x[b_{n+1/2}\Delta_xw_n]_x)}{2}, \\
\text{for } &\ (x_1, \ldots, x_m) \in S_h,
\end{align*}
\]
\[
\begin{align*}
\text{and } &\ w_{x,0} = u_{x,0}, \\
\text{for } &\ (x_1, \ldots, x_m) \in \partial S_h.
\end{align*}
\]

Trying separation of variables, we consider a solution of the form
\[
w_{x,n} = \rho_n\psi_x.
\]

By direct substitution we see that
\[
\begin{align*}
\rho_{n+1} &= \frac{r_{x,n+1/2}\psi_x - (\Delta_x[a_{n+1/2}\Delta_x\psi]_x)_x)/\Delta t} - \frac{[q_{x,n+1/2}\psi_x - (\Delta_x[b_{n+1/2}\Delta_x\psi]_x)_x]/2}{2}, \\
\rho_n &= \frac{r_{x,n+1/2}\psi_x - (\Delta_x[a_{n+1/2}\Delta_x\psi]_x)_x)/\Delta t} - \frac{[q_{x,n+1/2}\psi_x - (\Delta_x[b_{n+1/2}\Delta_x\psi]_x)_x]/2}{2}, \\
&\quad \text{where } \psi_x.
\end{align*}
\]
Then for each $n$ we have the eigenvalue problem

\begin{align}
(A_n \phi^{(n)})_x &= (d_{n+1/2} \phi^{(n)})_x - (\Delta_x [b_n + 1/2 \Delta_x \phi^{(n)}])_x, \\
(B_n \phi^{(n)})_x &= (r_{n+1/2} \phi^{(n)})_x - (\Delta_x [a_n + 1/2 \Delta_x \phi^{(n)}])_x.
\end{align}

We can see [27] that the matrices $A_n$ and $B_n$ are symmetric.

If $N$ is the number of nodes in $S_h$, we define the inner product on $S_h$

\begin{equation}
(x, y) = (\Delta x)^n \sum_{\mathbf{x}_x} x\mathbf{y}_x
\end{equation}

and the induced norm

\begin{equation}
\|x\|_2 = \left((\Delta x)^n \sum_{\mathbf{x}_x} x^2\right)^{1/2}.
\end{equation}

This norm is the discrete analogue of the integral $L^2$-norm and will be called the discrete $L^2$-norm. By direct calculation and as in [8, p. 515] we see that

\begin{equation}
(B_n \delta, \delta) = (r_{n+1/2} \delta, \delta) + \sum_{k=1}^m ((a_k n+1/2 \delta x_k \delta), \delta x_k \delta),
\end{equation}

where

\begin{equation}
\delta x_k \delta = (y_{x_{t+k}} - y_x)/\Delta x.
\end{equation}

Thus, due to (2.8) (iii) (a, b), we see that the matrix $B_n$ is positive definite over the real vector space $\mathbb{R}^N$. Since $B_n$ is symmetric and positive definite, we can define a new inner product on $\mathbb{R}^N$ for each $n$ by

\begin{equation}
(x, y)_{B_n} = (B_n x, y),
\end{equation}

with the corresponding norm given by

\begin{equation}
\|x\|_n = (B_n x, x)^{1/2}.
\end{equation}

It is shown in [4, pp. 37–41] that there exists a complete set of eigenvectors of (3.5) for each $n = 1, 2, \cdots$, which are orthogonal with respect to the inner product (3.11). We can now use a variational attack based on the Courant minimax principle [4] to obtain upper and lower bounds on the eigenvalues of (3.5). We shall state the following theorem when $B_n$ and $Q_n$ are negative. Similar but less restrictive theorems hold for other signs of $B_n$ and $Q_n$.

**Theorem 3.1.** Let $\lambda_1^{(n)}$ be the least eigenvalue of the eigenvalue problem (3.5) for a fixed $n$ and $\lambda_N^{(n)}$ the greatest eigenvalue. We have the following bounds which
are uniform in $n$.

\begin{align*}
\text{If } |Q_*| \geq (R_*|B_*|/A_*), & \quad \lambda_1^{(n)} \geq Q_*/R_* \\
\text{If } |Q_*| < (R_*|B_*|/A_*), & \quad \lambda_1^{(n)} \geq B_*/A_* \\
\text{If } Q^* \geq R_*|B^*|/A_* , & \quad \lambda_N^{(n)} \leq Q^*/R_* \\
\text{If } Q^* < R_*|B^*|/A_* , & \quad \lambda_N^{(n)} \leq B^*/A_* .
\end{align*}

\textbf{Proof.} First we note that as in (3.9),

\begin{align*}
\text{(3.14a)} \quad (A_n \phi, \phi) &= (q_{n+1/2} \phi, \phi) + \sum_{k=1}^m ((b_k)_{n+1/2} \delta_{x_k} \phi, \delta_{x_k} \phi), \\
\text{(3.14b)} \quad (B_n \phi, \phi) &= (r_{n+1/2} \phi, \phi) + \sum_{k=1}^m ((a_k)_{n+1/2} \delta_{x_k} \phi, \delta_{x_k} \phi).
\end{align*}

Therefore for $\phi \neq 0$, we see that $(A_n \phi, \phi)/(B_n \phi, \phi)$ is bounded below by

\begin{equation}
(3.15) \quad \left( Q_* \| \phi \|_2^2 + B_* \sum_{k=1}^m \| \delta_{x_k} \phi \|_2^2 \right) / \left( R_* \| \phi \|_2^2 + A_* \sum_{k=1}^m \| \delta_{x_k} \phi \|_2^2 \right)
\end{equation}

since $Q_*$ and $B_*$ are both negative. We note here that since the bounds (2.8) hold for all $t$, the bound (3.15) holds for all $n$. Thus we can obtain uniform bounds on the eigenvalues by considering the eigenvalue problem

\begin{align*}
\text{(3.16a)} \quad Q_* \phi - B_* \sum_{k=1}^m \Delta_{x_k}^2 \phi &= \mu \left( R_* \phi - A_* \sum_{k=1}^m \Delta_{x_k}^2 \phi \right), \\
\text{(3.16b)} \quad \phi &= 0 \quad \text{if } (x_1, \cdots, x_m) \in \partial S_h.
\end{align*}

Therefore, by the Courant minimax principle and a special case of the minimax theorem [17, p. 181], we know that

\begin{equation}
(3.17) \quad \lambda_1^{(n)} \geq \min_{i=1, \cdots, N} \mu^{(i)},
\end{equation}

where $\mu^{(i)}$ are the eigenvalues of (3.16). Consider the following rearrangement of (3.16a):

\begin{equation}
(3.18) \quad \sum_{k=1}^m \Delta_{x_k}^2 \phi = \left( \frac{\mu R_* - Q_*}{\mu A_* - B_*} \right) \phi.
\end{equation}

Since we are working on a cube, $\Delta_{x_k} = \Delta x$ for $k = 1, 2, \cdots, m$, we can let the $p_k$ range from 1 to some $M$ for $k = 1, 2, \cdots, m$.


\begin{equation}
(3.19) \quad \sum_{k=1}^m - \frac{4}{(\Delta x)^2} \sin^2 \frac{\pi p_k \Delta x}{2} = \left( \frac{\mu R_* - Q_*}{\mu A_* - B_*} \right).
\end{equation}

Solving for $\mu$, we obtain

\begin{equation}
(3.20) \quad \mu = \frac{\left[ Q_* + B_*(4/\Delta x)^2 \sum_{k=1}^m \sin^2 (\pi p_k \Delta x/2) \right]}{\left[ R_* + A_*(4/\Delta x)^2 \sum_{k=1}^m \sin^2 (\pi p_k \Delta x/2) \right]}.
\end{equation}
Next we note that if we consider the function

\[ f(x) = \frac{Q_* + B_* x}{R_* + A_* x}, \]

then \( f'(x) \geq 0 \) if

\[ (R_* B_* - A_* Q_*) \geq 0. \]

Since \( B_* < 0 \) and \( Q_* < 0 \), this amounts to

\[ |Q_*| \geq (R_*|B_*|/A_*). \]

If \( (3.23) \) is satisfied, then \( f(x) \) is either increasing or a constant function of \( x \) which is nonnegative as chosen. We note that no use is made of the size of the eigenvalues and thus there is no restriction on the size of the cube \( S \). We now see that

\[ \min_{i=1,2,\ldots,N} \mu^{(i)} \geq f(0) = Q_*/R_. \]

If \( (3.23) \) does not hold, then \( f(x) \) is a strictly decreasing function of \( x \) and we have

\[ \min_{i=1,\ldots,N} \mu^{(i)} \geq \lim_{x \to \infty} f(x) = B_*/A_* . \]

Thus by (3.17), we see that for all \( n \),

\[ \begin{align*}
(3.26a) & \quad \text{if } |Q_*| \geq (R_*|B_*|/A_*), \quad \text{then } \lambda_1^{(n)} \geq Q_*/R_*, \\
(3.26b) & \quad \text{if } |Q_*| < (R_*|B_*|/A_*), \quad \text{then } \lambda_1^{(n)} \geq B_*/A_* .
\end{align*} \]

The upper bounds in (3.13) follow similarly and the theorem is proved. We remark that if \( A_* \) could be zero, we would have the standard parabolic equation and we could not obtain the upper bounds on \( \lambda_1^{(n)} \).

We note there are various cases for different signs and magnitudes of \( B_* \) and \( Q_* \). The above theorem is the worst case, whereas the least restrictive case is when \( B_* > 0 \) and \( Q_* > 0 \). Clearly, only the lower bounds on the eigenvalues will be affected. Instead of the bound (3.15), for the new choice of \( B_* \) and \( Q_* \), we see that

\[ \left( A_* \phi, \phi \right)/(B_* \phi, \phi) \]

is bounded below by

\[ (3.27) \quad \left( Q_* \| \phi \|_2^2 + B_* \sum_{k=1}^{m} \| \delta_{x_k} \phi \|_2^2 \right)/\left( R_* \| \phi \|_2^2 + A_* \sum_{k=1}^{m} \| \delta_{x_k} \phi \|_2^2 \right). \]

The analysis follows as before and we obtain the following result.

**Corollary 3.2.** If \( B_* > 0 \) and \( Q_* > 0 \), the uniform lower bounds on the eigenvalues of (3.5) are replaced by

\[ \begin{align*}
(3.28a) & \quad \text{if } Q_* \geq R_* B_* / A*, \quad \text{then } \lambda_1^{(n)} \geq Q_*/R* > 0, \\
(3.28b) & \quad \text{if } Q_* < R_* B_* / A*, \quad \text{then } \lambda_1^{(n)} \geq B_*/A* > 0 .
\end{align*} \]

Now we consider a generalization of the region \( S \). Instead of a cube, we assume \( S \) to be as described in § 2. Let \( \Omega \) be the least cube containing the lattice.
nodes in $S$ and on $\partial S$, and $\partial \Omega$ be its boundary. It is well known [20, p. 204] that any matrix corresponding to the operators

$$Q^* - B^* \sum_{k=1}^{m} \Delta x_k, \quad Q_* - B_* \sum_{k=1}^{m} \Delta x_k, \quad R^* - A^* \sum_{k=1}^{m} \Delta x_k,$$

as applied to any lattice region, regardless of the ordering of the points, is symmetric. Similarly, by direct substitution as in (3.9) we can see that the matrices corresponding to

$$Q^* - B^* \sum_{k=1}^{m} \Delta x_k \quad \text{and} \quad Q_* - B_* \sum_{k=1}^{m} \Delta x_k,$$

are positive definite regardless of the ordering of the points. Thus we can order the points in $S_h$ first and then order the other points in $\Omega$. The resulting matrices for the eigenvalue problem (3.16) will still be positive definite and symmetric as required. We can then obtain bounds for the eigenvalues in $\Omega$ as outlined above. Then applying a theorem concerning domination of eigenvalues [20, p. 164] successively on the lattice nodes in $\Omega$ but not in $S$, we shall retain the same uniform bounds on the eigenvalues for $S$ as for $\Omega$.

We shall next define the stability of (3.1) with respect to the sequence of norms given in (3.12). First we note that (3.2) is actually of the form

$$\begin{align*}
(C_n) w_{n+1} &= (D_n) w_n,
\end{align*}$$

where

$$\begin{align*}
(C_n) &= \frac{r_{x,n+1/2} - (\Delta x[a_{n+1/2}\Delta x \cdot])_n}{\Delta t} + \frac{q_{x,n+1/2}^2 - (\Delta x[b_{n+1/2}\Delta x \cdot])_n}{2}, \\
(D_n) &= \frac{r_{x,n+1/2} - (\Delta x[a_{n+1/2}\Delta x \cdot])_n}{\Delta t} - \frac{q_{x,n+1/2}^2 - (\Delta x[b_{n+1/2}\Delta x \cdot])_n}{2},
\end{align*}$$

and $C_n$ can be shown to be invertible with certain restrictions on $\Delta t$. As in [9, p. 42], equation (3.1) will be defined to be stable with respect to the sequence of norms given in (3.12) provided

$$\|C_n^{-1}D_n\|_n \leq (1 + \gamma \Delta t), \quad n = 0, 1, \ldots,$$

for all sufficiently small $\Delta t$, where $\gamma$ is a positive constant independent of $\Delta t$ and $n$.

It is well known that for the eigenvalue problem for (3.31) with eigenvalues given by (3.4), since

$$\|C_n^{-1}D_n\|_n \leq \max_{i=1,2,\ldots,N} |\lambda^{n,i}|,$$

where $N$ is the number of nodes in $S_h$, then (3.33) will be satisfied with $\gamma$ independent of $\Delta t$ and $n$ if we can get uniform, in $n$, estimates of the form.
(3.35) \[ \max_{i=1,\ldots,N} |v^{n,i}| \leq 1 + \gamma \Delta t \]

for all sufficiently small \( \Delta t \). Theorem 3.1 yields the estimate

(3.36) \[ -A_1 \leq \frac{2(1 - v)}{\Delta t(1 + v)} \leq A_2, \]

where \( v \) is given by (3.4) and

(3.37a) \[ A_1 = \frac{|B_*|}{A_*} \text{ if } |Q_*| < (R_*|B_*|/A_*), \]

(3.37b) \[ A_1 = \frac{|Q_*|}{R_*} \text{ if } |Q_*| \geq (R_*|B_*|/A_*), \]

(3.37c) \[ A_2 = \frac{B^*/A_*}{Q_*} \text{ if } Q^* < (R_*B^*/A_*), \]

(3.37d) \[ A_2 = \frac{Q^*/R_*}{B^*} \text{ if } Q^* \geq (R_*B^*/A_*), \]

when \( B_* < 0 \) and \( Q_* < 0 \). We first consider the properties of \( (1 - v)/(1 + v) \).

From properties of \( (1 - v)/(1 + v) \), as in Part II of [12], one can easily see that for

(3.38) \[ \Delta t < 2(1 - \epsilon)/A_1 \]

for some \( \epsilon > 0 \), where \( A_1 \) is given in (3.37), we have

(3.39) \[ -1 < v \leq 1 + \gamma \Delta t \]

where \( \gamma \) is independent of \( \Delta t \) and \( n \). Also, we see that for the least restrictive case, where \( B_* > 0 \) and \( Q_* > 0 \), from Corollary 3.2, we have \( A_1 > 0 \) as a lower bound for (3.36). The resulting restriction on \( v \) from (3.36) is just

(3.40) \[ |v| < 1 \]

for any choice of \( \Delta t > 0 \). Therefore, with the restriction (3.38) for the worst case, when \( B_* < 0 \) and \( Q_* < 0 \), and no restriction for the best case, (3.39) and (3.40) show (3.35) and thus (3.33) is satisfied. Thus (3.31) is stable with respect to the sequence of norms given in (3.12).

4. Convergence for linear equations. Consider the linear initial-boundary value problem

(4.1a) \[ \sum_{k=1}^{m} \left[ \frac{\partial}{\partial x_k} \left( a_k \frac{\partial}{\partial x_k} u_t \right) + \frac{\partial}{\partial x_k} \left( b_k \frac{\partial}{\partial x_k} u \right) \right] - qu - h = ru, \]

(4.1b) \[ u(x_1, \ldots, x_m, 0) = f(x_1, \ldots, x_m), \quad (x_1, \ldots, x_m) \in S, \quad 0 < t \leq T, \]

(4.1c) \[ u(x_1, \ldots, x_m, t) = g(x_1, \ldots, x_m, t), \quad (x_1, \ldots, x_m) \in \partial S, \quad 0 < t \leq T, \]

with

\[ a_k = a_k(x_1, \ldots, x_m, t), \quad b_k = b_k(x_1, \ldots, x_m, t), \]

\[ q = q(x_1, \ldots, x_m, t), \quad r = r(x_1, \ldots, x_m, t) \]

satisfying (2.8) and \( S \) as defined in § 2. Assume \( u \) satisfies (2.8). We now shall use the results of § 3 to prove \( L^2 \) convergence of the solution of the Crank–Nicolson difference equation (3.2) to the solution \( u \) of (4.1).
Using (2.6), (2.7) and (2.8) we see that
\[
\frac{\Delta x}{\Delta t} \left[ a_{n+1/2} a_{n+1} b_{n+1/2} u_{n+1} \right] - \frac{\Delta y}{\Delta t} \left[ a_{n+1/2} a_{n+1} b_{n+1/2} u_{n+1} \right] + \frac{\Delta z}{\Delta t} \left[ b_{n+1/2} b_{n+1/2} u_{n+1} \right] = \frac{1}{2} q_{z,n+1/2} (u_{z,n+1} + u_{z,n}) - h_{z,n+1/2}
\]
where \( \sigma_{z,n} \) is \( O((\Delta x)^2 + (\Delta t)^2) \). Then we let \( w \) be a solution to the Crank–Nicolson difference equation (3.1). Due to (4.2), (3.1) as defined is consistent.

Let
\[
z_{z,n} = u_{z,n} - w_{z,n}.
\]
By subtracting (3.1) from (4.2), we have the linear difference system
\[
\begin{align*}
(C_n z_{z,n+1}) &= (D_n z_{n}) + \sigma_{z,n}, \quad x \in S_h, \\
z_{z,0} &= 0, \quad x \in S_h, \\
z_{z,n+1} &= 0, \quad x \in \partial S_h,
\end{align*}
\]
where \( C_n \) and \( D_n \) are given by (3.22).

Stability has been proved in §3. From (3.9), it is easily seen that
\[
\| x \|_2 \leq R_n^{-1/2} \| x \|_n
\]
for all \( n \). The existence of a constant \( \beta \) such that
\[
\| x \|_n + 1 \leq (1 + \beta \Delta t) \| x \|_n
\]
for all \( \Delta t < T \) follows from the smoothness of \( a_k \), \( 1 \leq k \leq m \) and \( r \).

Finally, due to the analysis of Douglas [9, pp. 41–44], all we need to do to prove the convergence of our approximation in \( \| \cdot \|_2 \) is to show that
\[
(\Delta t)^{-1} \| C_n^{-1} \sigma_n \|_n = O((\Delta t)^s)
\]
for some \( s > 0 \). First we must show that \( C_n \) is actually invertible. If not, there exists a \( \phi \in \mathbb{R}^N \), \( \phi \neq 0 \), such that \( C_n \phi = 0 \). Then from (3.6) and (3.32) we see that
\[
A_n \phi = -(2/\Delta t) B_n \phi
\]
and \(-2/\Delta t\) is an eigenvalue of (4.8) contradicting the restriction (3.38).

Now as in [14] we would like to consider a lemma which gives us a formula for \( \| A \|_n \) where \( A \) is any \( N \times N \) matrix. First note that the spectral radius of \( A \), \( \rho(A) \), is just \( \rho(A) = \max_{i} |\lambda_i| \) where \( \lambda_i \) are the eigenvalues of \( A \).

**Lemma 4.1.** Let \( A \) and \( B \) be \( N \times N \) matrices with \( B \) symmetric and positive definite. Define the norm \( \| x \|_B = (Bx, x)^{1/2} \) where \( (\cdot, \cdot) \) is the discrete \( L^2 \) inner product from (3.7). It follows that
\[
\| A \|_B = (\rho(B^{-1} A^T B A))^{1/2},
\]
where \( A^T \) is the transpose of \( A \).

We shall now use Lemma 4.1 to estimate \( \| C_n^{-1} \sigma_n \|_n^2 \). By definition
\[
\| C_n^{-1} \sigma_n \|_n^2 = (B_n C_n^{-1} \sigma_n, C_n^{-1} \sigma_n).
\]
Since $B_n^{-1}$ is not necessarily symmetric, it would be hard to determine $\|B_n^{-1}C_n^{-1}\|_2$. However, since $C_n$ is symmetric, $C_n^{-1}$ is symmetric,

$$
(4.11) \quad \|C_n^{-1}B_n^{-1}\|_n^2 = (C_n^{-1}B_n^{-1}C_n^{-1}, C_n^{-1}, C_n^{-1}),
$$
and $C_n^{-1}B_nC_n^{-1}$ is seen to be symmetric. Therefore, since the spectral radius of a matrix is a lower bound for any norm of the matrix [19, p. 13], we have that

$$
(4.12) \quad \|C_n^{-1}B_nC_n^{-1}\|_2 = \rho(C_n^{-1}B_nC_n^{-1}) \leq \|C_n^{-1}B_nC_n^{-1}\|_n \leq \|C_n^{-1}B_n\|_n \|C_n^{-1}\|_n.
$$

Using separation of variables to estimate $\|C_n^{-1}B_n\|_n$, since $C_n = B_n/\Delta t + A_n/2$, we see that

$$
(4.13) \quad B_n\phi = \lambda C_n\phi = \lambda(B_n/\Delta t + A_n/2)\phi.
$$

Rearranging, we arrive at the eigenvalue problem

$$
(4.14) \quad A_n\phi = \frac{2}{\lambda} \left(1 - \frac{\lambda}{\Delta t}\right) B_n\phi.
$$

Theorem 3.1 gives the inequality from (3.36)

$$
(4.15) \quad -A_1 \leq \frac{2}{\lambda} - \frac{2}{\Delta t} \leq A_2
$$
or

$$
(4.16) \quad 0 < \frac{1}{1/\Delta t + A_2/2} \leq \lambda \leq \frac{1}{1/\Delta t - A_1/2}
$$

for the case where $B_* < 0$ and $Q_* < 0$. Choosing $\Delta t$ to satisfy (3.38) we see that

$$
(4.17) \quad 0 < \lambda \leq \frac{\Delta t}{\epsilon}
$$
and $\lambda = O(\Delta t)$. Thus we see that

$$
(4.18) \quad \|C_n^{-1}B_n\|_n = O(\Delta t).
$$

Then by Lemma 4.1, since $C_n^{-1}$ is symmetric,

$$
(4.19) \quad \|C_n^{-1}\|_n^2 = \rho(B_n^{-1}C_n^{-1}B_n^{-1}) \leq \|B_n^{-1}\|_n \|C_n^{-1}B_n\|_n \|C_n^{-1}\|_n
$$
or

$$
(4.20) \quad \|C_n^{-1}\|_n \leq \|C_n^{-1}B_n\|_n \|B_n^{-1}\|_n.
$$

Lemma 4.1 also implies that

$$
(4.21) \quad \|B_n^{-1}\|_n = \rho(B_n^{-1}) = \|B_n^{-1}\|_2.
$$

Note that

$$
(4.22) \quad \frac{(B_n x, x)}{(x, x)} = \left(\frac{r_{n+1/2} x, x}{(x, x)} + \sum_{k=1}^{m} (a_{n+1/2} \delta_{x_k} x, \delta_{x_k} x)\right) \geq R_*
$$
for $x \neq 0$. Then by the minimax principle [17, p. 181], the minimum eigenvalue of $B_n$ is bounded below by $R_*$. Thus since the eigenvalues of $B_n^{-1}$ are reciprocals of those of $B_n$, we have the result

$$\|B_n^{-1}\| \leq R_*^{-1}. \tag{4.23}$$

Thus combining (4.12), (4.18), (4.20) and (4.23) we have

$$\|C_n^{-1} B_n C_n^{-1}\|_2 \leq \|C_n^{-1} B_n\|^2_n \|B_n^{-1}\|_n = O((\Delta t)^2). \tag{4.24}$$

Finally, we see that by the Schwarz inequality, (4.2), and (4.24),

$$\|C_n^{-1} \sigma_n\|^2_n = (C_n^{-1} B_n C_n^{-1} \sigma_n, \sigma_n) \leq \|C_n^{-1} B_n C_n^{-1}\|_2 \|\sigma_n\|_2^2 \leq L(\Delta t)^2((\Delta x)^2 + (\Delta t)^2). \tag{4.25}$$

Thus,

$$\frac{1}{\Delta t} \|C_n^{-1} \sigma_n\|_n = O((\Delta x)^2 + (\Delta t)^2). \tag{4.26}$$

From (4.26), the analysis of Douglas [9, pp. 41–44] shows that

$$\|z_n\|_n = O((\Delta x)^2 + (\Delta t)^2), \tag{4.27}$$

and we have convergence in the $\| \cdot \|_2$ of order $O((\Delta x)^2 + (\Delta t)^2)$. We summarize this result in the following theorem.

**Theorem 4.2.** If $B_* < 0$ and $Q_* < 0$, under the restrictions on $u$, $a_k$, $b_k$, $h$, $q$ and $r$ indicated in (2.8), and with the restriction on $\Delta t$ in (3.38), then the solution of (3.1) converges to the solution of (4.1) in $\| \cdot \|_2$. The rate of convergence is $O((\Delta x)^2 + (\Delta t)^2)$.

**Corollary 4.3.** If $B_* > 0$ and $Q_* > 0$ the above result holds with no restriction on $\Delta t > 0$.

Similar results hold for other choices of $B_*$ and $Q_*$. We have shown convergence in the discrete $L^2$-norm. If multilinear interpolation is applied to the solution, the error in the integral $L^2$-norm,

$$\|u\|_{L^2} = \left( \int_S \int_0^T u^2 \, dt \, dx \right)^{1/2} \tag{4.28}$$

is also $O((\Delta x)^2 + (\Delta t)^2)$ (see [7]).

**5. Convergence for semilinear equations.** Consider the semilinear initial-boundary value problem given by (4.1) with $qu$ replaced by $q$, where

$$q = q(x_1, \cdots, x_m, u, t).$$

For this case we need the added assumption that $q$ is boundedly differentiable with respect to $u$ for all $(x_1, \cdots, x_m, t)$ in $S \times (0, T]$, $-\infty < u < \infty$. We thus assume there are $\bar{Q}_*$ and $\bar{Q}^*$ satisfying

$$\bar{Q}_* \leq \partial q/\partial u \leq \bar{Q}^*. \tag{5.1}$$
As before, we shall have a consistent approximation if we define the Crank–Nicolson difference approximation to be
\[
\frac{(\Delta_x(a_{n+1/2}w_{n+1/2})_x - (\Delta_x(a_nw_n)_x) + (\Delta_x(b_{n+1/2}w_{n+1}))_x)}{2} + (\Delta_x[b_nw_n]_x) - q\left(x_n, \frac{w_{a,n+1} + w_{a,n}}{2}, t_{n+1/2}\right)
\]
\[
= \frac{r_{a,n+1/2}(w_{a,n+1} - w_{a,n})}{\Delta t}, \quad x_n \in S_h,
\]
\[
w_{a,0} = f_a, \quad x_n \in S_h,
\]
\[
w_{a,n+1} = g_{a,n+1}, \quad x_n \in \partial S_h.
\]
After a standard linearization using the mean value theorem, we see that the error equation for the semilinear case is of the same form as that studied in § 4. Just as before, we obtain the following theorem.

**Theorem 5.1.** If \( B_* < 0 \) and \( Q_* < 0 \), under the restrictions on \( u, a_k, b_k, h, q \) and \( r \) indicated in (2.8), the added restriction that \( q \) has a bounded derivative with respect to \( u \) for \( (x_1, \ldots, x_m, t) \in S \times (0, T] \) and \( -\infty < u < \infty \), and the restriction on \( \Delta t \) in (3.38), then the solution of the Crank–Nicolson difference approximation (5.2) converges to the solution \( u \) of (4.1), as modified, in the discrete \( L^2 \)-norm with discretization error of the form \( O((\Delta x)^2 + (\Delta t)^2) \).

**Corollary 5.2.** If \( B_* > 0 \) and \( Q_* > 0 \), the above result holds with no restriction on \( \Delta t > 0 \).

Similar results hold for other choices of \( B_* \) and \( Q_* \). Also, as in the previous section, the above results can be extended to convergence in the integral \( L^2 \)-norm (4.28) by multilinear interpolation [7].

**6. Algebraic problem.** Our original problem was to find a numerical approximation \( v \) of the solution \( u \) to a problem like (4.1). We must now solve the algebraic problem by showing how to determine a numerical approximation \( v_n \) of the solution \( w_n \) of (5.2).

The method of solving the algebraic problem for (5.2) will be to reduce the problem to the inversion of a certain matrix at each time level. Thus we will fix a \( \Delta t \) and consider a separate problem at each time level. If \( B_* < 0 \) and \( Q_* < 0 \), we have an eigenvalue problem which will force restrictions on the fixed \( \Delta t \) to be described later.

In order to treat the nonlinear algebraic problem we shall use a two-level iteration scheme. We present two schemes. The first utilizes a Picard-type outer iteration with an alternating direction inner iteration, while the second replaces the inner iteration by an overrelaxation scheme. The first converges more rapidly, but applies to less general problems [27]. See part II of [12] for a more detailed account of this section.

First, let \( m = 3 \), let \( S \) be a cube in \( \mathbb{R}^3 \) and consider the Crank–Nicolson difference system (5.2) where \( a_k = a \) and \( b_k = b \) for \( k = 1, 2, 3 \) with \( a \) and \( b \) constants. For each fixed \( n \), we consider \( w_{n+1} \equiv w \) a variable. Then for each fixed time level, we have the problem
\[(6.1a)\] \[\Delta_3 w_a = Q(x_a, w_a), \quad (x_1, x_2, x_3) \in S_h, \quad t = t_{n+1},\]

\[(6.1b)\] \[w_a = g_{a,n+1}, \quad (x_1, x_2, x_3) \in \partial S_h,\]

where

\[(6.2a)\] \[Q(x_a, w_a) = \frac{2(r_{n+1/2}w_a) + 2\Delta t q_{n+1/2}(x_a, w_a)}{2a + b\Delta t} + d_{a,n},\]

\[(6.2b)\] \[d_{a,n} = \left(\frac{2a - b\Delta t}{2a + b\Delta t}\right) \Delta_3 w_{a,n} - \frac{2(r_{n+1/2}w_a)}{2a + b\Delta t},\]

and \(\Delta_3\) is the 3-dimensional discrete Laplacian. Clearly \(d\) is independent of \(w_{n+1}\). We need upper and lower bounds for \(\partial Q/\partial w\). Using (2.8) and (5.1) we obtain

\[(6.3)\] \[p = \frac{2R_0 + 2\bar{Q}_n, \Delta t}{2a + b\Delta t} < \frac{\partial Q}{\partial w} < \frac{2R^* + 2\bar{Q}^*, \Delta t}{2a + b\Delta t} \equiv p.\]

We thus consider solving the nonlinear algebraic equations (6.1) with the condition (6.3).

The problem (6.1)-(6.3) is now exactly in the form of the problem discussed by Douglas in [10] and in [11, pp. 59–60]. The outer iteration for the two-level scheme is a Picard-type iteration [10], [11]. The inner, alternating direction, iteration and the parameter sequence needed to use it are given in [11]. The following theorem follows directly from the argument of [10].

**Theorem 6.1.** Given \(p\) from (6.3), if \(p > -3\pi^2\) (the negative of the least eigenvalue of the Laplace differential operator on \(S\), the unit cube), the solution of the iteration process defined in [10], [11] converges to the solution of (6.1). The number of calculations required to reduce the error in the solution by a factor of \(\varepsilon\) is

\[(6.4)\] \[O((\Delta x)^{-3} \log (\Delta x)^{-1}).\]

Now we want to consider the algebraic problem for more general operators from (4.1) as modified in § 5. Replacing the inner iteration by a successive overrelaxation scheme, we are able to treat these more general operators. From (5.2) we consider, for \(S\) a cube in \(\mathbb{R}^m\),

\[(6.5)\] \[\begin{align*}
\frac{(\Delta x[a_{n+1/2}\Delta x w_{n+1}])_a}{\Delta t} &= \frac{(\Delta x[b_{n+1/2}\Delta x w_{n+1}])_a}{\Delta t} \\
&= \frac{(r_{n+1/2}w_{n+1})_a}{\Delta t} + q \left(x_a, \frac{w_{x,n+1} + w_{x,n}}{2}, t_{n+1/2}\right) + C(x_a, w_{x,n}, t_{n+1/2}),
\end{align*}\]

where \(C\) is independent of \(w_{n+1}\). For each \(n\), as above, we let \(w_{n+1} \equiv w\) and consider a separate problem. Fix \(n\) and consider

\[(6.6a)\] \[\left\{\left[\frac{(\Delta x[a_{n+1/2}\Delta x])_a}{\Delta t} + (\Delta x[b_{n+1/2}\Delta x])_a}{2} \right]_a \right\} = Q(x_a, w_a), \quad x_a \in S_h,
\]

\[(6.6b)\] \[w_a = g_{a,n+1}, \quad x_a \in \partial S_h,
\]
where

\[(6.7a) \quad Q(x, w) = \frac{(r_{n+1/2}w)_x}{\Delta t} + q^{n+1/2}(x, w) + C_{n+1},\]

\[(6.7b) \quad C_{n+1} = \left\{ \frac{\Delta x[a_{n+1/2}x] + \Delta x[b_{n+1/2}x]}{2} \right\}_a w^n - (r_{n+1/2}w)_h.\]

Clearly \(C\) is independent of \(w\). Thus from (2.8) and (5.1) we see that

\[(6.8) \quad p = \frac{R^*}{\Delta t} + \frac{\partial Q}{\partial w} \leq \frac{R^*}{\Delta t} + \bar{Q}^* \equiv P.\]

As before we consider a two-level iteration. The outer iteration is as before, while the inner iteration is a successive overrelaxation iteration [15], [27], [29]. The outer iteration is actually of the form

\[(6.9a) \quad \left\{ \frac{\Delta x[a_{n+1/2}x]}{\Delta t} + \frac{\Delta x[b_{n+1/2}x]}{2} - A \right\}_a w^{(k+1)} = Q(x, w^{(k)}) - Aw^{(k)} + \sigma^{(k)}, \quad x_a \in S_h,\]

\[(6.9b) \quad w^{(k+1)} = g_a, \quad x_a \in \partial S_h,\]

where \(\sigma^{(k)}\) is the residual at the end of the inner iteration. As in [10] it is not necessary that the linear equations be solved exactly.

Consider the convergence of \(w^{(k)}\) to \(w\). Let

\[(6.10) \quad z^{(k)} = w^{(k+1)} - w^{(k)}, \quad k = 1, 2, \ldots .\]

Using (6.10) and the mean value theorem,

\[(6.11a) \quad \left\{ \frac{\Delta x[a_{n+1/2}x]}{\Delta t} + \frac{\Delta x[b_{n+1/2}x]}{2} - A \right\}_a z^{(k)} = \frac{\partial Q}{\partial w}(x, w^{(k-1)}) - Az^{(k-1)} + \sigma^{(k)} - \sigma^{(k-1)}, \quad x_a \in S_h,\]

\[(6.11b) \quad z^{(k)} = 0, \quad x_a \in \partial S_h.\]

Separating variables, we have the eigenvalue problem

\[(6.12a) \quad E \phi = \nu F \phi, \quad x_a \in S_h,\]

\[(6.12b) \quad \phi = 0, \quad x_a \in \partial S_h,\]

where

\[(6.13a) \quad (E \phi)_a = \left\{ \frac{\partial Q}{\partial w}(x, w^{(k-1)}) \phi \right\}_a - A \phi_a,\]

\[(6.13b) \quad (F \phi)_a = \left\{ \frac{\Delta x[a_{n+1/2}x]}{\Delta t} + \frac{\Delta x[b_{n+1/2}x]}{2} - A \right\}_a \phi.\]

Clearly \(E\) and \(F\) are symmetric matrices. We can define a consistent ordering and obtain an \(N \times N\) matrix representation for \(F\) which is diagonally dominant.
and positive definite by restricting

\[(6.14) \quad \Delta t < 2A_*/|B_*|\]

if \(B_* < 0\). No such restriction is necessary if \(B_* \geq 0\).

Thus from \([4, pp. 37-41]\), we know that \((6.12)\) has a complete set of eigenvectors which are orthogonal with respect to the inner product \((F\phi, \phi)\) as in \((3.11)\), and we can apply the Courant minimax principle as before. As in part II of \([12]\) we can get bounds on the eigenvalues of \((6.12)\) by considering the eigenvalue problem

\[
\begin{align*}
(6.15a) & \quad |\bar{Q} - A|\phi = \lambda \left\{ \left[ \frac{A_*}{\Delta t} + \frac{B_*}{2} \right] \sum_{k=1}^{m} \Delta_x^2 \phi - A\phi \right\}, \quad x_* \in S_h, \\
(6.15b) & \quad \phi = 0, \quad x_* \in \partial S_h.
\end{align*}
\]

As in \(\S\ 3\), by rearranging the above eigenvalue problem and applying the Courant minimax principle and a special case of the minimax theorem \([17, p. 181]\), we have for a cube

\[
(6.16) \quad \max_{i=1,\ldots,N} |v^{(i)}| \leq \frac{|\bar{Q} - A|}{([A_*/\Delta t + B_*/2](m - \delta)\pi^2 + A)},
\]

where \(|\bar{Q} - A|\) is given by

\[
(6.17) \quad |\bar{Q} - A| = \max \{|\bar{Q}_* - A|, |\bar{Q}^* - A|\}.
\]

Thus from \((6.11)\), \((6.12)\) and \((6.16)\), we see that

\[
\begin{align*}
(6.18) & \quad \|z^{(k)}\|_2 \leq \frac{|\bar{Q} - A|}{([A_*/\Delta t + B_*/2](m - \delta)\pi^2 + A)} \|z^{(k-1)}\|_2 \\
& \quad + \left( \left[ \frac{A_*}{\Delta t} + \frac{B_*}{2} \right] (m - \delta)\pi^2 + A \right)^{-1} (\|\sigma^{(k)}\|_2 + \|\sigma^{(k-1)}\|_2).
\end{align*}
\]

Thus letting

\[
(6.19) \quad \rho = \frac{|\bar{Q} - A|}{([A_*/\Delta t + B_*/2](m - \delta)\pi^2 + A)}
\]

and requiring sufficient iterations on the inner iteration so that

\[
(6.20) \quad \|\sigma^{(k)}\|_2 < \frac{[A_*/\Delta t + B_*/2](m - 1)\pi^2}{1 + \rho} \rho^{k+1},
\]

we see that

\[
(6.21) \quad \|z^{(k)}\|_2 \leq \rho \|z^{(k-1)}\|_2 + \rho^k.
\]

For convergence, it is necessary that

\[
(6.22) \quad |\bar{Q} - A| < \left[ \frac{A_*}{\Delta t} + \frac{B_*}{2} \right] m\pi^2 + A.
\]
One sufficient condition is that

\[ p = \frac{R_\ast}{\Delta t} + \bar{Q}_\ast > -\left(\frac{A_\ast}{\Delta t} + \frac{B_\ast}{2}\right) m \pi^2. \]

Since \( R_\ast > 0 \), this restriction can be met by taking \( \Delta t \) sufficiently small. We note that (6.23) will hold with no restriction on \( \Delta t \) if \( \bar{Q}_\ast \geq 0 \) and \( B_\ast \geq 0 \).

Now consider the inner, SOR iteration. Each inner iteration consists of approximating the solution of an elliptic difference equation of the form (6.9) by an SOR method. After defining a consistent ordering, as in [30, p. 108], we can obtain a system of \( N \) linear equations in \( N \) unknowns where for \( i, j = 1, 2, \ldots, N \)

we have a system of the form

\[ \sum_{j=1}^{N} a_{i,j} v_j + d_j = 0. \]

As before, we see that \( C = (a_{i,j}) \) is positive definite under the restriction

\[ \Delta t < 2 A_\ast / |B_\ast| \]

with \( B_\ast < 0 \) and with no restriction on \( \Delta t \) if \( B_\ast \geq 0 \).

Now we define the following iterative scheme for the elements of \( C \). Using square brackets to distinguish an index of the inner iteration from the outer iteration we have

\[ u_{i}^{[k+1]} = \omega \left\{ \sum_{j=1}^{i-1} b_{i,j} v_{j}^{[k+1]} + \sum_{j=i+1}^{N} b_{i,j} v_{j}^{[k]} + c_i \right\} - (\omega - 1) v_i^{[k]}, \]

\[ k \geq 0, \quad i = 1, 2, \ldots, N, \]

where \( v^{[0]}_i \) is arbitrary, \( i = 1, 2, \ldots, N, \) and where

\[ b_{i,j} = \begin{cases} -a_{i,j}/a_{i,i}, & i \neq j, \\ 0, & i = j, \end{cases} \]

and

\[ c_i = -d_i/a_{i,i}, \quad i = 1, 2, \ldots, N. \]

Equation (6.26) may be written in the form

\[ u_i^{[k+1]} = L_{o\omega}[v^{[k]}] + f, \]

\[ k \geq 0, \]

where \( v^{[k]} = (v_1^{[k]}, v_2^{[k]}, \ldots, v_N^{[k]}), f = (f_1, f_2, \ldots, f_N), \) \( f \) is fixed, and \( L_{o\omega} \) denotes a linear operator. Here \( \omega \) denotes the relaxation factor. Young [32] defines an optimal relaxation factor, \( o_{b}\), in terms of the spectral norm \( \bar{\mu} \) of \( B = (b_{i,j}) \) from (6.27). As shown in [32], it is better to overestimate \( o_{b} \). By restricting \( \Delta t \) as in (6.25) if necessary, we can obtain, as in [31], a rigorous upper bound for \( \bar{\mu} \) and thus a nontrivial upper bound \( o_{b} \) for \( o_{b}. \) With this upper bound \( o_{b} \) as a relaxation factor, the rate of convergence \( R(L_{o\omega}) \) will be of the same order as \( R(L_{o\omega}). \)

As in [30], [32], we see that the number of cycles of SOR iteration sweeps required for each outer iteration is \( O((\Delta x)^{-1}) \). Thus since the number of calculations per sweep is \( O((\Delta x)^{-m}) \), we have the following result.
THEOREM 6.2. By restricting $\Delta t$ to satisfy (6.23) and (6.25) when $B_\ast < 0$ and $\bar{Q}_\ast < 0$ and if (6.20) is satisfied, then the solution of the iteration process defined by (6.9) and (6.26)-(6.28) converges to the solution of (6.6). The number of calculations required to reduce the error in the solution by a factor of $\varepsilon$ is

\begin{equation}
O((\Delta x)^{-\gamma+1}).
\end{equation}

COROLLARY 6.3. The above result holds with no restriction on $\Delta t$ if $B_\ast > 0$ and $\bar{Q}_\ast > 0$.

Similar results hold for other choices of $B_\ast$ and $\bar{Q}_\ast$. We note that since the SOR iteration procedure does not require a rectangular region as does the alternating direction method, the region could be generalized to the arbitrary region described in §2 as in [30].
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