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Abstract. An efficient approach for calculating the effective heat conductivity for a class of industrial composite materials, such
as metal foams, fibrous glass materials, and the like, is discussed. These materials, used in insulation or in advanced heat exchangers,
are characterized by a low volume fraction of the highly conductive material (glass or metal) having a complex, network-like structure
and by a large volume fraction of the insulator (air). We assume that the composite materials have constant macroscopic thermal
conductivity tensors, which in principle can be obtained by standard up-scaling techniques, that use the concept of representative
elementary volumes (REV), i.e. the effective heat conductivities of composite media can be computed by post-processing the solutions
of some special cell problems for REVs. We propose, theoretically justify, and numerically study an efficient numerical method for
computing the effective conductivity for media for which the ratio δ of low and high conductivities satisfies δ � 1. In this case one
essentially only needs to solve the heat equation in the region occupied by the highly conductive media. For a class of problems we
show, that under certain conditions on the microscale geometry, the proposed method produces an upscaled conductivity that is O(δ)
close to the exact upscaled permeability. A number of numerical experiments are presented in order to illustrate the accuracy and
the limitations of the proposed method. The applicability of the presented approach to upscaling other similar problems, e.g. flow in
fractured porous media, is also discussed.
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1. Introduction. The upscaled properties of composite materials/media, such as effective heat or elec-
trical conductivities of compound materials, the effective permeabilities of porous media, etc. are in strong
demand in engineering, geoscience, and environmental studies to name just a few. Below, we will mainly
discuss calculating the effective heat conductivity. Note that electric conductivity, and meso- to macro-scale
upscaling in saturated porous media, lead to the same mathematical problem.

It is well known, that for heterogeneous media, for which the heterogeneity length-scale is small com-
pared to some macroscopic length-scale, it is often possible to extract some effective property describing
the media on the macroscopic length-scale. The mathematical framework in which this determination of
effective properties is carried out is the theory of homogenization. The cases when the small scale het-
erogeneities are either periodic or statistically homogeneous have been studied in detail in homogenization
theory, see, e.g. [15, 5, 16, 20] and the references therein. In both cases the effective properties can be
deduced by solving suitable sets of “cell” problems on representative elementary volumes (REV). For pe-
riodic and statistically homogeneous structures, the periodicity cell and a sufficiently large (compared with
the length-scale of the heterogeneity) sample, constitute an REV, respectively. For a discussion of the defi-
nition of an REV and for derivation and justification of the homogenization procedure, we refer the reader
to [15, 7, 13], and to the references therein.

In this paper we consider the following mathematical problem: In a bounded domain Ω ⊂ Rn, n = 2, 3,
the function u satisfies the boundary value problem{

∇ · (K (x)∇u (x)) = 0, x ∈ Ω

u (x) = g (x) , x ∈ ∂Ω,
(1.1)

where the boundary data g and the coefficient matrix K(x) are given.
We assume that this boundary value problem is a simplified model of the following engineering prob-

lem: The domain Ω is occupied by two material constituents ΩM and ΩA, with substantially different
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thermal conductivitiesKM andKA, respectively (the subscripts M and A refer to ”metal” and ”air”, respec-
tively). We consider the case

K (x) =
{
KM = 1, x ∈ ΩM
KA = δ, x ∈ ΩA,

(1.2)

where δ � 1. We refer to this large difference in the conductivities of the constituents as materials with
high contrast of the conductivity. The analysis and the algorithm discussed in this paper could be easily
extended to the case when KM = KM (x) and KM (x) is a function bounded from above and below or a
uniformly positive definite and bounded matrix in Ω, independently of δ. However, we prefer to illustrate
the motivation and the performance of the proposed method on this simple model problem.

In the typical case that we are interested in, the domain Ω along with the coefficientK represents a very
complex structure of a heterogeneous medium, for which the length-scale of the heterogeneity is sufficiently
small compared to the length-scale of Ω, i.e. Ω is an REV. It is then practical to model this medium, which is
heterogeneous at microscale, as homogeneous at macroscale with an effective thermal conductivity tensor
K̃, that is constant over Ω. For simplicity let us assume, that Ω is brick shaped, and that its faces are parallel
to the coordinate planes.

It is well known that the effective thermal conductivity tensor K̃ of Ω can be obtained by the following
procedure (see, e.g. [15, 20, 16, 13]): Find n linearly independent solutions ui, i = 1, . . . , n of{

∇ · (K∇ui) = 0, in Ω
ui = xi on ∂Ω, (1.3)

where xi is the i-th component of x = (x1, . . . , xn) and then compute

K̃ei = 〈K∇ui〉Ω :=
1
|Ω|

∫
Ω

K∇uidx, (1.4)

where ei denotes the i-th unit vector and |Ω| = meas(Ω).
The Dirichlet boundary conditions in (1.3) are one of the several possible choices for such cell prob-

lems. For a discussion about the advantages and disadvantages of using various boundary conditions, e.g.
periodic or combinations of Dirichlet and Neumann, we refer to [20, 7].

The aim of this paper is to discuss, mathematically justify, and numerically test an efficient numerical
method for calculating the effective thermal conductivities K̃ for a specific class of composite materials
(these could be effective permeabilities of porous media as well). We assume that the composite materi-
als/media are characterized by

• a high contrast of the conductivities of the constituents,
• a large (low) volume fraction of the poorly (highly) conductive constituent,
• the highly conductive constituent forming a network with complex (but known) internal structure.

Examples for such composite materials are some industrial metal and glass foams, fibrous metal and
glass materials, mineral wool, and the like, which are widely used in insulation or in advanced heat exchang-
ers (see, e.g. [9] and [17]). Another example are fractured porous media, where the connected fractures
usually occupy only a small fraction of the domain (see, e.g. [18, 2, 3, 12]). The detailed distribution of
the highly conductive material in a given volume could be obtained using voxel representation of 3-D scans
or by computer statistical generators. Examples of such materials are shown on Figures 1.1 and 1.2. The
media shown in Figures 1.1(a) and 1.2(a) were generated by GeoDict2007 software 1, while the geometries
shown on Figures 1.1(b) and 1.2(b) were obtained using voxel representation of 3-D scans.

There is an extensive literature on analytical and numerical methods for calculating effective heat con-
ductivities of composite materials by solving (1.3), e.g. [15, 5, 20, 16, 19]. A major issue in numerical
computations is that high contrasts lead to ill-condioned matrices of the corresponding system arising in the
discretization of the differential problem (1.3). In general, the condition number depends linearly on 1/δ.
Moreover, the complex topology of the highly conductive material makes a design of good preconditioners
very difficult. Furthermore, for random high contrast media the sizes of the REV tend to be large, which
leads to very large numbers of unknowns in the discrete system. For our particular class of high contrast

1For more information about this software we refer to the following webpage: www.geodict.com
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(a) Isotropic fiber structure. (b) Micro CT-scan of a fiber material.

FIG. 1.1. Examples of fibrous materials

(a) Periodic foam structure. (b) Micro CT-scan of a foam.

FIG. 1.2. Examples of foam materials

materials we propose and justify a method that addresses both issues. The sizes of the algebraic systems
are substantially reduced, namely to the fractions corresponding to the fiber contents, which for some in-
dustrial problems may lead to reductions to 1% of the initial unknowns, and the condition numbers of the
corresponding systems are independent of δ.

It should be noted that unlike in many other practical situations, we do not need the solution of (1.3), but
we only need the functional defined by (1.4). Below we will show that in some cases K̃ can be approximated
reasonably well by post-processing the solutions of constant coefficient problems, which are posed only on
the part of the domain occupied by the highly conductive component.

The remainder of the paper is organized as follows: The motivation to replace the solution of (1.3) in
the entire REV by solving a relevant problem in the subdomain occupied by the highly conductive material
only is presented in Section 2. In Section 3 we give the theoretical justification of our approach. In particular
we prove, that an O(δ) approximation to K̃ can be computed in this way. The resulting algorithm, whose
numerical complexity is independent of the contrast, is described in Section 4. The final Section 5 contains
the results of selected numerical experiments confirming the theoretical derivations, as well as conclusions.

2. Notations and Motivation. We shall use the standard notations for Sobolev spaces of functions
defined on Ω and its boundary ∂Ω, respectively: L2(Ω), H1(Ω), H1

0 (Ω) etc. and the space H
1
2 (∂Ω) of

traces of functions in H1(Ω). Further, ∇v is the gradient of the scalar function v, ∇ ·w is the divergence
of the vector function w ∈ Rn, and ‖w‖ will denote some vector norm of in Rn.

By assumption the conductivity in ΩM is much larger than the one in ΩA, i.e. δ � 1. The proposed
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method relies on the following intuitive observations:
Firstly, the effective permeability K̃ is rewritten in the form

K̃ei = δ
|ΩA|
|Ω|
〈∇ui〉ΩA

+
|ΩM |
|Ω|

〈∇ui〉ΩM
(2.1)

so that in case∇ui on ΩA is bounded independently of δ, the first term is of order O(δ) and can be neglected
for high contrast materials.

Secondly, the normal temperature flux is continuous across the interface between ΩA and ΩM and
therefore, intuitively, the normal component of the temperature gradient in ΩM at the interface with ΩA
should tend to zero as δ → 0. Thus, it seems natural to approximate ui|ΩM

by solving (1.3) in ΩM by using
homogeneous Neumann boundary conditions on the interface Σ := ∂ΩM ∩ ∂ΩA. Hence, we need to find
ui| in a smaller domain ΩM . More important, ui|ΩM

is the solution of an elliptic problem with constant
coefficients which which leads to a much better conditioned discrete problem.

These two observations are the basis of our method. In the resulting algorithm described in Section 4,
we also take into consideration some approximation of the contribution of the low conductive material on
the overall effective thermal conductivity. This, however, is done cheaply in terms of numerical complexity.
In particular, no additional discrete problem is solved in ΩA.

It should be noted that the idea of solving only in the highly conductive parts of the domain was pro-
posed earlier in [4, pg. 105-106] in connection with models for flow in fractured porous media. In [4] there
is, however, no rigorous justification, and the approximation suggested by [4, eq. III.90] for the permeability
tensor still contains an undetermined geometrical factor. In [6] Bogdanov et al. also discuss the computa-
tion of effective permeability tensors for fractured porous media. For this the domain is decomposed into a
highly permeable network (the fractures) and the low permeable surrounding media. Then the cell problems
are separately solved in the network and in the background material. Thus, also the lowly permeable parts
of the domain are accounted for. However, this happens at the expense of solving additional discrete prob-
lems. In section 4 we discuss how we account for the low conductive part of the domain without solving
additional problems. Furthermore, one main objective of this paper is a rigorous mathematical justification
of the approach of restricting to the highly conductive parts of the domain when calculating the effective
conductivity tensor. In [6] such a rigorous discussion is not presented.

For the sake of completeness we would also like to mention that in [1] the idea of using zero Neumann
boundary conditions on the interface between high and low conductive regions is used for the design of
preconditioners for problems arising from discretizing equations like (1.3).

3. Analysis of the upscaling method for high contrast materials. This section contains the theo-
retical justification of the approach outlined above. First, Lemma 3.1 states an auxiliary result essentially
saying, that the solution of (1.3) is bounded inH1-semi-norm, independently of the contrast δ. Next, Propo-
sition 3.7 allows to neglect the highly conductive components which are not connected to the boundary of
the domain, and Proposition 3.9 provides a way to approximate the average of the heat flux inside the
remaining highly conductive components, i.e. those which are connected to the boundary.

Having proved these preliminaries, we are able to show our main result, i.e. Theorem 3.10, stating, that
an O(δ) approximation of K̃ can be obtained by post-processing the solutions of constant coefficient elliptic
equations in the subdomain of the highly conductive material, subject to the linear drop Dirichlet boundary
conditions on the outer boundary and zero Neumann boundary conditions on the interface between air and
metal.

3.1. H1-boundness of the solution independently of δ. Now, we prove the following auxiliary
lemma, that is a basis for the theoretical justification of our method:

LEMMA 3.1. Let Ω be a Lipschitz domain with Ω =
(
ΩM ∪ ΩA

)
\∂Ω, where ΩM and ΩA are open

sets with Lipschitz boundaries. Furthermore, let u be the solution of (1.1), (1.2), where g ∈ H
1
2 (∂Ω).

Then, for all δ

‖∇u‖L2(Ω) ≤ C, (3.1)

where C is a constant which may depend on the domains ΩM and ΩA, the properties of their boundaries,
etc., but is independent of δ.
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Proof. First, we find the functions vM and vA that solve the following problems, respectively:
∆vM (x) = 0, x ∈ ΩM

vM (x) = g (x) , x ∈ ∂Ω ∩ ∂ΩM
∂vM (x)
∂nM

= 0, x ∈ Σ := ΩM ∩ ΩA,

(3.2)

(nE denotes the outer unit normal vector for ΩE , where E ∈ {M,A}) and
∆vA (x) = 0, x ∈ ΩA

vA (x) = g (x) , x ∈ ∂Ω ∩ ∂ΩA

vA|Σ = vM |Σ.

(3.3)

Thus, vM and vA are harmonic functions in ΩM and ΩA, respectively, and are independent of K.
REMARK 3.2. It should be noted that vM and therefore also vA are not necessarily uniquely defined by

(3.2) and (3.3). For each path connected component of ΩM whose boundary doesn’t have an intersection
with ∂Ω of non-zero measure vM is only determined up to a constant. This non-uniqueness, however,
doesn’t have any effect on the following derivations. If one wants to think of some unique choice for vM
(and thus vA) one may fix each of the arbitrary constants in some desirable way.

Now we introduce the function

v(x) =

{
vM (x) for x ∈ ΩM ,

vA(x) for x ∈ ΩA.
(3.4)

Because of the choice of the boundary conditions in (3.2) and (3.3) this function belongs to H1 (Ω). Then
for any function w ∈ H1

0 (Ω) we have (see, e.g. [11, Corollary 2.6]):∫
Ω

K∇v · ∇wdx =
∑

E∈{A,M}

∫
ΩE

KE∇vE · ∇wdx

=
∑

E∈{A,M}

∫
∂ΩE

KE
∂vE
∂nE

wdS(x) (since v is harmonic in ΩE) (3.5)

= δ

∫
∂ΩA

∂vA
∂nA

wdS(x), (since ∇vM (x) · nM |Σ = 0).

Since u is the solution of (1.1), then for all w ∈ H1
0 (Ω) we have∫

Ω

K∇u · ∇wdx = 0. (3.6)

Subtracting (3.6) from (3.5) yields∫
Ω

K∇ (v − u) · ∇wdx =
∫
∂ΩA

δ
∂vA
∂nA

wdS (x)

≤ δ‖ ∂vA
∂nA

‖
H− 1

2 (∂ΩA)
‖w‖

H
1
2 (∂ΩA)

≤ Cδ‖w‖
H

1
2 (∂ΩA)

,

(3.7)

where we have used the Cauchy-Schwarz inequality and the fact, that ‖ ∂vA
∂nA

‖
H− 1

2 (∂ΩA)
is independent of

δ. Choosing w = v − u ∈ H1
0 (Ω) and noting that K(x) ≥ δ in Ω we obtain∫

Ω

δ∇ (v − u) · ∇ (v − u) dx ≤ Cδ‖v − u‖
H

1
2 (∂ΩA)

.
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Using the trace theorem and the Poincaré inequality we deduce∫
Ω

∇ (v − u) · ∇ (v − u) dx ≤ C‖∇ (v − u) ‖L2(ΩA) ≤ C‖∇ (v − u) ‖L2(Ω). (3.8)

Thus,

‖∇ (v − u) ‖L2(Ω) ≤ C, (3.9)

which implies (3.1), since v is independent of δ.
REMARK 3.3. The theory developed below concerns cell problems with boundary conditions as stated

in (1.3). With some modifications it may also be used for cell problems with periodic boundary conditions,
if the underlying REV is itself periodic.

The previous lemma plays a key role in the development of the further theory. For a better understand-
ing of our strategy we first consider the special case that for each path-connected component of the highly
conductive domain (i.e. ΩM ) we have that its boundary has an intersection of non-zero measure with ∂Ω.
This special case is treated in the following subsection before we return to the general case in subsection
3.3. For a better understanding of the difference between the special and the general case we refer to Figure
3.1.

3.2. A special case. The next proposition provides a means to approximate 〈−K∇u〉Ω. We do this by
using the auxiliary function v defined in the proof of Lemma 3.1. A crucial point here is the fact that v can
be found by solving two separate problems with constant coefficients.

PROPOSITION 3.4. Let the assumptions of Lemma 3.1 be satisfied. Additionally, we require that the
boundary of each path-connected component of ΩM has an intersection with ∂Ω of non-zero measure. Each
path-connected component of ΩM is furthermore assumed to be a finite union of domains each of which is
star-shaped w.r.t. a ball. Finally, we let v be defined by (3.2)-(3.4). (Note, that under our assumptions for
ΩM in the special case v is actually uniquely defined by (3.2)-(3.4), cf. Remark 3.2.)

Then,

|〈K∇u〉Ω − 〈K∇v〉Ω| = O (δ) , as δ → 0. (3.10)

Here and below | · | applied to elements from Rn denotes some norm.
Proof. By choosing w = v − u ∈ H1

0 (Ω) in (3.7) we obtain∫
Ω

K∇ (v − u) · ∇ (v − u) dx ≤ δC ‖v − u‖
H

1
2 (∂ΩA)

= δC ‖v − u‖
H

1
2 (∂ΩM )

≤ δC ‖v − u‖H1(ΩM )

(3.11)

by the trace theorem. Now, due to the properties of ΩM we may apply Poincaré’s inequality (cf. [8, Section
5.3]) and obtain ∫

ΩM

∇ (v − u) · ∇ (v − u) dx ≤ δC ‖∇ (v − u)‖L2(ΩM ) . (3.12)

Thus,

‖∇ (v − u) ‖L2(ΩM ) = O(δ) (3.13)

and another application of Poincaré’s inequality yields

‖v − u‖H1(ΩM ) = O (δ) . (3.14)

By the trace theorem we deduce that

‖v − u‖
H

1
2 (∂ΩM )

= O (δ) . (3.15)

Since v − u is harmonic in ΩA and has zero trace on ∂Ω ∩ ∂ΩA, and since ∂ΩA = (∂Ω ∩ ∂ΩA) ∪ Σ we
have by [11, Section 1.3] and (3.15) that

‖v − u‖H1(ΩA) ≤ C‖v − u‖H 1
2 (∂ΩM )

= O (δ) . (3.16)
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From (3.14) and (3.16) it is straightforward to obtain (3.10).
Now, we are ready to state our main result for the special case under consideration.
THEOREM 3.5 (Main result - special case). Let the assumptions of Proposition 3.4 be satisfied and let

v be defined by (3.2)-(3.4). Then∣∣∣∣〈K∇u〉Ω − |ΩM ||Ω| 〈K∇v〉ΩM

∣∣∣∣ = O (δ) , as δ → 0. (3.17)

REMARK 3.6. Before we proceed with the proof of Theorem 3.5 we note, that (3.17) combined with
(1.4) provides a way to efficiently compute an approximation of the effective thermal conductivity tensor for
high contrast media.

Proof. Obviously∣∣∣∣〈K∇u〉Ω − |ΩM ||Ω| 〈K∇vM 〉ΩM

∣∣∣∣ ≤ |〈K∇u〉Ω − 〈K∇v〉Ω|︸ ︷︷ ︸
=O(δ) by Prop. 3.4

+
∣∣∣∣〈K∇v〉Ω − |ΩM ||Ω| 〈∇v〉ΩM

∣∣∣∣
so it suffices to show

〈K∇v〉Ω −
|ΩM |
|Ω|

〈∇v〉ΩM
= O (δ) . (3.18)

Observe, that

〈K∇v〉Ω =
1
|Ω|

(∫
ΩM

∇vdx + δ

∫
ΩA

∇vdx
)

=
1
|Ω|

∫
ΩM

∇vdx + O (δ) (since v is independent of δ)

=
|ΩM |
|Ω|

〈∇v〉ΩM
+ O (δ) .

(3.19)

Thus, (3.18) has been verified.

3.3. The general case. Now we return to the general case, where ΩM may have path-connected com-
ponents which are strictly inside Ω. The following proposition applies Lemma 3.1 and essentially says that
those path-connected components of the highly conductive subdomain may be neglected when approximat-
ing the effective thermal conductivity tensor K̃.

PROPOSITION 3.7. Assume the same setting as in the statement of Lemma 3.1. Additionally, let Ω̃M be
the union of path-connected components of ΩM that do not touch the boundary ∂Ω, i.e. |∂Ω̃M ∩ ∂Ω| = 0.
Then ∣∣∣∣〈K∇u〉Ω − |Ω∗||Ω| 〈K∇u〉Ω∗

∣∣∣∣ = O (δ) , as δ → 0, (3.20)

where Ω∗ := interior
(

Ω\Ω̃M
)

. (See Figure 3.1 for a visual presentation of various components of Ω).
Proof. It is easy to see that∣∣∣∣〈K∇u〉Ω − |Ω∗||Ω| 〈K∇u〉Ω∗

∣∣∣∣ =
1
|Ω|

∣∣∣∣∫eΩM

K∇udx
∣∣∣∣ . (3.21)

Define ṽM := u|eΩM
, where u solves (1.1). Clearly, by its definition ṽM satisfies the b.v.p. ∆ṽM = 0, in Ω̃M

∂ṽM
∂nM

= δ
∂uA
∂nM

on ∂Ω̃M ,
(3.22)

where uA = u|ΩA
. Obviously, we have that∣∣∣∣∫eΩM

K∇udx
∣∣∣∣ ≤ ‖K∇u‖L1(eΩM) ≤ C‖K∇u‖L2(eΩM) = C‖∇ṽM‖L2(eΩM).
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By [11, Section 1.4] we know, that

‖∇ṽM‖L2(eΩM) ≤ Cδ
∥∥∥∥ ∂uA∂nM

∥∥∥∥
H− 1

2 (∂eΩM)
,

from where we deduce by [11, Theorem 1.6] that

‖∇ṽM‖L2(eΩM) ≤ Cδ‖u‖H1(Ω).

Thus, we have that

‖∇ṽM‖L2(eΩM) ≤ Cδ
(
‖u‖L2(Ω) + ‖∇u‖L2(Ω)

)
, (3.23)

and it suffices to show, that ‖u‖L2(Ω) and ‖∇u‖L2(Ω) are bounded independently of δ.
Lemma 3.1 yields that ‖∇u‖L2(Ω) is bounded independently of δ. To make an estimate for ‖u‖L2(Ω)

we use the following construction. Let vg be the harmonic extension of g from (1.1). By [11, Section 1.3]
we have that

‖vg‖H1(Ω) ≤ C‖g‖H 1
2 (∂Ω)

, (3.24)

where, as usual, C is a constant independent of δ.
By Poincaré’s inequality we have for u− vg ∈ H1

0 (Ω)

‖u− vg‖L2(Ω) ≤ ‖∇u‖L2(Ω) + ‖∇vg‖L2(Ω) ≤ C, (3.25)

where we have used Lemma 3.1 and the fact that vg is independent of δ. (3.24) combined with (3.25) yields
the uniform (w.r.t. δ) boundedness of ‖u‖L2(Ω), which concludes the proof.

REMARK 3.8. Observe, that by the proof of Proposition 3.7 we have in particular that the solution u
of (1.1) is bounded independently of δ in H1-norm.

The next proposition provides a means to approximate 〈K∇u〉Ω∗ , which in turn according to the previ-
ous statement is sufficient to approximate the effective thermal conductivity tensor of the entire domain. We
do this by constructing a function similarly to the auxiliary one in Lemma 3.1. Again, the crucial aspect to
observe here is that the restriction of this function to ΩM and ΩA, respectively, solves a constant coefficient
problem.

(a) Setting in the special case, where all path-connected
components of ΩM touch the boundary of Ω.

Ω̃M

Ω∗M

ΩA

ΩM

Ω∗

Ω

(b) Setting in the general case, where path-connected compo-
nents of ΩM may not touch the boundary of Ω.

FIG. 3.1. Components of Ω.
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PROPOSITION 3.9. Let the assumptions of Lemma 3.1 be satisfied. Additionally, let Ω∗ be defined as
in Proposition 3.7 and its proof. Furthermore, let

v∗ =


v∗M , in Ω∗M
u, in Ω̃M
v∗A, in ΩA,

(3.26)

where v∗M and v∗A are defined by 
∆v∗M = 0 in Ω∗M
v∗M = g on ∂Ω ∩ ∂Ω∗M

∂v∗M
∂nM

= 0 on Σ∗
(3.27)

and 
∆v∗A = 0 in ΩA
v∗A = g on ∂Ω ∩ ∂ΩA
v∗A = v∗M on Σ∗

v∗A = u on Σ\Σ∗ = ∂Ω̃M ,

(3.28)

where Σ∗ := ∂Ω∗M ∩ Σ and Ω∗M = interior (Ω∗\ΩA). Also, we require that each path-connected com-
ponent of Ω∗M is a finite union of domains each of which is star-shaped w.r.t. a ball. (Note, that we already
know, that by construction each path-connected component of Ω∗M touches ∂Ω.)

Then,

|〈K∇u〉Ω∗ − 〈K∇v
∗〉Ω∗ | = O (δ) , as δ → 0. (3.29)

Proof. Let w ∈ H1
0 (Ω∗). Then similarly to (3.5) in Lemma 3.1 we obtain∫

Ω∗
K∇v∗ · ∇wdx =

∫
∂ΩA

δ
∂v∗A
∂nA

wdS (x) . (3.30)

Clearly, we have ∫
Ω∗
K∇u · ∇wdx = 0, (3.31)

and subtracting (3.31) from (3.30) yields∫
Ω∗
K∇ (v∗ − u) · ∇wdx = δ

∫
∂ΩA

∂v∗A
∂nA

wdS (x) ≤ δ
∥∥∥∥ ∂v∗A∂nA

∥∥∥∥
H− 1

2 (∂ΩA)

‖w‖
H

1
2 (∂ΩA)

. (3.32)

By Remark 3.8 we know that ‖u‖H1(Ω) ≤ C, where C as throughout this paper does not depend on δ.
Therefore,

‖v∗A‖H 1
2 (∂eΩM) = ‖u‖

H
1
2 (∂eΩM) ≤ C (3.33)

by the trace theorem. Thus,

‖v∗A‖H1(ΩA) ≤ C ‖v∗A‖H 1
2 (∂ΩA)

≤ C

(
‖v∗A‖H 1

2 (∂eΩM) + ‖v∗A‖H 1
2 (Σ∗)

+ ‖v∗A‖H 1
2 (∂ΩA∩∂Ω)

)
= C

(
‖v∗A‖H 1

2 (∂eΩM) + ‖v∗M‖H 1
2 (Σ∗)

+ ‖g‖
H

1
2 (∂ΩA∩∂Ω)

)
≤ C,

(3.34)
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where we have used [11, Section 1.3], (3.33), and the fact that v∗M |Ω∗M does not depend on δ by (3.27).
Therefore, by [11, Theorem 1.6] we obtain∥∥∥∥ ∂v∗A∂nA

∥∥∥∥
H− 1

2 (∂ΩA)

≤ C.

Combining this with (3.32) we are left with∫
Ω∗
K∇ (v∗ − u) · ∇wdx ≤ δC ‖w‖

H
1
2 (∂ΩA)

. (3.35)

Choosing w = v∗ − u ∈ H1
0 (Ω∗) we obtain∫

Ω∗
K∇ (v∗ − u) · ∇ (v∗ − u) dx ≤ δC ‖v∗ − u‖

H
1
2 (∂ΩA)

≤ δC ‖v∗ − u‖H1(Ω∗M) (3.36)

by the trace theorem. Now, due to the properties of Ω∗M we may apply Poincaré’s inequality (cf. [8, Section
5.3]) and obtain ∫

Ω∗M

∇ (v∗ − u) · ∇ (v∗ − u) dx ≤ δC ‖∇ (v∗ − u)‖L2(Ω∗M) . (3.37)

Thus, another application of Poincaré’s inequality yields

‖v∗ − u‖H1(Ω∗M) = O (δ) . (3.38)

By the trace theorem we deduce that

‖v∗ − u‖
H

1
2 (∂Ω∗M) = O (δ) . (3.39)

Since v∗−u is harmonic in ΩA and has zero trace on (∂Ω ∩ ∂ΩA)∪(Σ\Σ∗), and since ∂ΩA = (∂Ω ∩ ∂ΩA)∪
(Σ\Σ∗) ∪ Σ∗ we have by [11, Section 1.3] and (3.39)

‖v∗ − u‖H1(ΩA) ≤ C‖v∗ − u‖H 1
2 (∂Ω∗M) = O (δ) . (3.40)

From (3.38) and (3.40) it is straightforward to obtain (3.29)
We are now ready to state our main result:
THEOREM 3.10 (Main result - general case). Let the assumptions of Lemma 3.1 be satisfied. Fur-

thermore, let Ω∗, Σ∗, and Ω∗M be defined as in Propositions 3.7 and 3.9, respectively. As in the previous
proposition we also have to assume that each path-connected component of Ω∗M is a finite union of domains
each of which is star-shaped w.r.t. a ball. Then, if v∗M is the unique solution of (3.27) we have that∣∣∣∣〈K∇u〉Ω − |Ω∗M ||Ω| 〈K∇v∗M 〉Ω∗M

∣∣∣∣ = O (δ) , as δ → 0, (3.41)

REMARK 3.11. Analogous to Remark 3.6, it should again be noted that estimate (3.41) is meaningful
only if |Ω∗M | 6= 0.

Proof. Let v∗ be defined by (3.26)-(3.28). We obviously have∣∣∣∣〈K∇u〉Ω − |Ω∗M ||Ω| 〈K∇v∗〉Ω∗M
∣∣∣∣ ≤ ∣∣∣∣〈K∇u〉Ω − |Ω∗||Ω| 〈K∇u〉Ω∗

∣∣∣∣︸ ︷︷ ︸
=O(δ) by Prop. 3.7

+
|Ω∗|
|Ω|

∣∣∣ 〈K∇u〉Ω∗ − 〈K∇v∗〉Ω∗ ∣∣∣︸ ︷︷ ︸
=O(δ) by Prop. 3.9

+
∣∣∣∣ |Ω∗||Ω| 〈K∇v∗〉Ω∗ − |Ω∗M ||Ω| 〈K∇v∗〉Ω∗M

∣∣∣∣ .
Therefore, it suffices to show

|Ω∗|
|Ω|
〈K∇v∗〉Ω∗ −

|Ω∗M |
|Ω|

〈K∇v∗〉Ω∗M = O (δ) . (3.42)
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Observe, that

−|Ω
∗|
|Ω|
〈K∇v∗〉Ω∗ =

−1
|Ω|

(∫
Ω∗M

∇v∗dx +
∫

ΩA

δ∇v∗dx

)
=
−1
|Ω|

∫
Ω∗M

∇v∗dx + O (δ) , by (3.34)

= −|Ω
∗
M |
|Ω|

〈K∇v∗〉Ω∗M + O (δ) ,

(3.43)

which yields (3.42).

4. A δ-independent algorithm for high contrast materials. Theorem 3.10 and Remark 3.6, provide
the theoretical justification of an algorithm, which can be used to compute an approximation of the effective
thermal conductivity tensor of an REV Ω consisting of a highly conductive (ΩM ) and a lowly conductive
(ΩA) part, where the conductivity KM in ΩM is much larger than the conductivity KA in ΩA. The com-
putational cost of this algorithm is independent of δ. As stated above, we are typically interested in those
materials for which |ΩM | is significantly smaller than |ΩA|. Since with our approach the only problem that
needs to be solved is a discretization of (3.27) we can expect to have substantially reduced memory require-
ments compared with standard algorithms solving a discretization of the full problem, i.e. (1.3), whenever
|ΩM | � |ΩA|.

Note, that due to equation (3.43) we see that the flux in ΩA is O (δ) and may, therefore, be asymptoti-
cally neglected as δ → 0. By the proof of Proposition 3.7 we know that the same is true for the flux in Ω̃M .
Nevertheless, instead of disregarding ΩA and Ω̃M completely in the calculation of the effective thermal con-
ductivity tensor, we may of course prescribe some constant temperature gradient in ΩA and a temperature
gradient being O (δ) in Ω̃M . Certainly, for δ → 0 the resulting fluxes tend to zero, as well. Nonetheless, for
a specific choice for δ we may still hope to (and in many numerically tested cases do) obtain better estimates
of the effective thermal conductivity tensors. In the numerical examples presented in section 5 the temper-
ature in ΩA is approximated by linearly interpolating the (Dirichlet) boundary conditions in (1.3), leading
to a constant approximation of the temperature gradient. The temperature gradient in Ω̃M is obtained in the
same way and then scaled by δ. Note that, as mentioned in section 2, the objective to capture the influence
of ΩA was previously discussed in [6]. Unlike in [6], however, we don’t solve additional problems in ΩA,
which makes our taking into account contributions of ΩA significantly cheaper.

Based on our considerations above, we may now formulate Algorithm 1 for computing an approxima-
tion K̃CO+A of K̃ for high contrast REV’s (here CO+A stands for “conductive only plus air”).

REMARK 4.1. The simplified formula (4.2) provides an efficient method for upscaling materials of
high contrast. In the case of fibrous materials with fibers that have a high ratio between their lengths and
diameters there is a possibility for a further simplification of the model and for a substantial reduction of the
complexity. In this case we can model the fibers as one dimensional bodies that form trust-like structures
with thermal conductivities depending on the physical conductivities of the fibers and their diameters. The
algorithm based on this model was described and analyzed in [14]. The numerical experiments in [14]
show a reduction of computational resources, i.e. memory and CPU-time, of several orders of magnitude.

5. Numerical Experiments and Conclusions. We now test Algorithm 1 on two fiber geometries and
one foam geometry with a sequence of increasing contrasts, i.e. decreasing δ. The geometries shown in
Figures 5.1(a), 5.2(a), and 5.3(a), respectively, were generated and plotted with the GeoDict2007 software.

The two fiber structures are cubic and have a solid volume fraction of 5% (Figure 5.1(a)) and 30%
(Figure 5.2(a)), respectively. 80% of the fiber volume is occupied by thin fibers (colored light gray), whereas
the remaining 20% are taken up by thick fibers (colored dark gray). Both geometries are discretized by 2003

voxels. The cubic foam geometry (Figure 5.3(a)) has a solid volume fraction of 8.75%, and it is discretized
by 1003 voxels.

In this context we would once again like to point out, that we do not make any statement concerning
the question whether the structures shown in Figures 5.1(a)-5.3(a) constitute REVs. In particular we do
not claim, that (physically meaningful) effective thermal conductivity tensors exist for all three structures
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Algorithm 1 Compute an approximation K̃CO+A of K̃ for high contrast REV’s
1: Let Ω be as described in Section 1 (i.e. brick shaped and with its faces parallel to the coordinate planes),

and let ΩM and ΩA be such that Ω = ΩM ∪ΩA (Note, that unlike above we do not distinguish between
open and closed sets, since numerically they are treated identically.).

2: Let KM and KA be the conductivities in ΩM and ΩA, respectively, where KM � KA.
3: Generate a grid that resolves ΩM and ΩA.
4: Determine all connected components ΩM,j , j ∈ JM of ΩM that have a non-empty intersection with
∂Ω, i.e. ΩM,j ∩ ∂Ω 6= ∅. (Here, ∂Ω denotes the outermost layer of voxels in Ω, and JM denotes a
suitable index set.) (For a better understanding of the introduced components we refer to Figure 4.1.)

5: Set Ω̃M = ΩM\
(⋃

j∈JM
ΩM,j

)
.

6: for i=1,. . . ,n do
7: for j ∈ JM do
8: Solve a finite volume discretization of

∆vi = 0 in ΩM,j

∂vi
∂n

= 0 on ∂ΩM,j\∂Ω

vi = xi on ∂ΩM,j ∩ ∂Ω (6= ∅ by construction) .

(4.1)

9: end for
10: Set

K̃CO+Aei =
1
|Ω|

KM

∑
j∈JM

∫
ΩM,j

∇vidx +KA

(
|ΩA|+ |Ω̃M |

)
ei

 . (4.2)

11: end for
12: return K̃CO+A

⋃
j∈JM

ΩM,j

x1

x2

vi = xi

∂vi

∂n
= 0

Ω

ΩM

FIG. 4.1. Voxelized approximation of Ω and its components.

and all considered contrasts. Certainly, the main application of Algorithm 1 is to compute effective thermal
conductivity tensors. When they exist, their approximation via Algorithm 1 is very much preferable over
computations on the whole domain due to savings in memory and a contrast independent condition number
of the resulting linear system. Nevertheless, the statement, that (3.41) holds is independent of the question,
whether the configuration under consideration, i.e. geometry and contrast, admits the notion of an effective
thermal conductivity tensor.

For each geometry and each δ we consider three cell problems with boundary conditions as in (1.3).
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Each boundary value problem is then solved by a standard finite volume discretization on the full domain
(yielding K̃i := K̃ei, i = 1, 2, 3). We then compare these reference results to the outputs given by
Algorithm 1 (yielding K̃CO+A = (K̃CO+A

i,j )i,j=1,...,3). Note, that our main result (3.41) unlike (4.2)
doesn’t involve any consideration of the heat flux in ΩA and Ω̃M . Therefore, to also specifically test the
statement of Theorem 3.10 we define

K̃COei =
1
|Ω|

KM

∑
j∈JM

∫
ΩM,j

∇vidx (5.1)

corresponding to (4.2) without the O(δ) terms.
To verify (3.41) and (4.2) we report

max
i,j=1,...,n

|K̃i,j − K̃CO+A
i,j | and max

i,j=1,...,n
|K̃i,j − K̃CO

i,j |. (5.2)

In Tables 5.1-5.3 we report the computed tensors for some representative contrasts. Figures 5.1(b)-
5.3(b) display the results for the different geometries, respectively. As we can see the quantities stated
in (5.2) decay essentially linearly with δ, which is in coherence with what we have shown above and also
suggests the optimality of our estimates. It should furthermore be noted, that the constant implicitly involved
in estimate (3.41) appears to be rather small. From a practical point of view, this is certainly crucial. Of
course, the constant is very much geometry dependent, but we can see, that for our generated structures,
which are at least somewhat representative for a class of industrial problems, we obtain satisfactory results
even if the contrast is only 1 : 10.

Also we would like to point out, that the additional O(δ) terms in (4.2) significantly improve the approx-
imation of K̃ compared to formula (5.1), which doesn’t involve these extra summands. The improvement
seems to be more pronounced for geometries with high porosity, which is not surprising, since in these
geometries the contribution of the air to the overall heat conduction is relatively bigger.

In addition to the absolute error terms given by (5.2) we also report two corresponding quantities
assessing the relative error of the method. For this we consider the following error terms, where we have
used a scaling by the diagonal entries of K̃

max
i,j=1,...,n

∣∣∣∣∣K̃i,j − K̃CO+A
i,j

K̃i,i

∣∣∣∣∣ and max
i,j=1,...,n

∣∣∣∣∣K̃i,j − K̃CO
i,j

K̃i,i

∣∣∣∣∣ . (5.3)

The developed theory justifies our algorithm in an asymptotic sense, i.e. it is valid for sufficiently small
δ. Nevertheless, even for contrasts of 1 : 10 (i.e. delta = 0.1) the relative error according to (5.3) is about
10% for all considered in the paper geometries. For many applications this is already quite a satisfactory
result. Further, as δ decreases the relative error is diminished. Comparing the Tables 5.1(a) and 5.1(b) we
see that the error in computing K̃CO and K̃CO+A is about 43% and 5%, for δ = 0.01 and 7% and less that
1%, for δ = 0.001. This indicates that taking into account the O(δ) terms in (4.2) improves our estimates.
However, in the case of materials with foam structure this effect is less profound, namely, 20% and 1.4%
for δ = 0.01, as seen from Table 5.3. In all cases the error diminishes linearly as δ → 0.
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(a) Structure with 5% fiber content. (b) Errors for different contrasts.

FIG. 5.1. Performance of Algorithm 1 for a sparse fiber geometry.

(a) δ = 0.01.

K̃ K̃CO K̃CO+A

2.40e-02 4.13e-04 2.96e-05 1.34e-02 4.15e-04 3.10e-05 2.29e-02 4.15e-04 3.10e-05
4.13e-04 2.64e-02 3.67e-04 4.23e-04 1.58e-02 3.84e-04 4.23e-04 2.53e-02 3.84e-04
2.96e-05 3.67e-04 2.55e-02 2.89e-05 3.80e-04 1.49e-02 2.89e-05 3.80e-04 2.44e-02

(b) δ = 0.001.

K̃ K̃CO K̃CO+A

1.44e-02 4.18e-04 2.98e-05 1.34e-02 4.15e-04 3.10e-05 1.43e-02 4.15e-04 3.10e-05
4.18e-04 1.68e-02 3.79e-04 4.23e-04 1.58e-02 3.84e-04 4.23e-04 1.67e-02 3.84e-04
2.98e-05 3.79e-04 1.59e-02 2.89e-05 3.80e-04 1.49e-02 2.89e-05 3.80e-04 1.59e-02

TABLE 5.1
Effective thermal conductivity tensors for the fiber geometry of Figure 5.1(a) for different contrasts.

(a) Structure with 30% fiber content. (b) Errors for different contrasts.

FIG. 5.2. Performance of Algorithm 1 for a dense fiber geometry.
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K̃ K̃CO K̃CO+A

1.33e-01 2.18e-03 1.95e-03 1.19e-01 2.31e-03 2.08e-03 1.26e-01 2.31e-03 2.08e-03
2.18e-03 1.31e-01 8.52e-04 2.31e-03 1.16e-01 8.98e-04 2.31e-03 1.23e-01 8.98e-04
1.95e-03 8.52e-04 1.30e-01 2.07e-03 9.02e-04 1.16e-01 2.07e-03 9.02e-04 1.23e-01

TABLE 5.2
Effective thermal conductivity tensors for the fiber geometry of Figure 5.2(a) for δ = 0.01.

(a) Foam structure. (b) Errors for different contrasts.

FIG. 5.3. Performance of Algorithm 1 for a foam geometry.

K̃ K̃CO K̃CO+A

5.27e-02 7.90e-05 -1.95e-04 4.22e-02 9.01e-05 -2.18e-04 5.14e-02 9.01e-05 -2.18e-04
7.90e-05 5.27e-02 1.67e-04 8.23e-05 4.22e-02 1.96e-04 8.23e-05 5.14e-02 1.96e-04
-1.95e-04 1.67e-04 5.40e-02 -2.14e-04 1.80e-04 4.35e-02 -2.14e-04 1.80e-04 5.27e-02

TABLE 5.3
Effective thermal conductivity tensors for the foam geometry of Figure 5.3(a) for δ = 0.01.
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