Efficient sampling techniques for uncertainty quantification in history matching using nonlinear error models and ensemble level upscaling techniques
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Abstract

The Markov Chain Monte Carlo (MCMC) is a rigorous sampling method to quantify uncertainty in subsurface characterization. However, the MCMC usually requires many flow and transport simulations in evaluating the posterior distribution and can be computationally expensive for fine-scale geological models. We propose a methodology that combines coarse- and fine-scale information to improve the efficiency of MCMC methods. The proposed method employs offline computations for modeling the relation between coarse- and fine-scale error responses. This relation is modeled using nonlinear statistical maps which are used in efficient sampling within MCMC framework. We propose two-stage MCMC where inexpensive coarse-scale simulations are performed to determine whether or not to run the fine-scale (resolved) simulations. The latter is determined based on a statistical model developed offline. The proposed method is an extension of the approaches considered earlier (e.g., [10]) where linear relations are used for modeling the response between coarse-scale and fine-scale models. The
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approach considered here does not rely on the proximity of approximate and resolved models and can employ much coarser and inexpensive models to guide the fine-scale simulations. Numerical results for three-phase flow and transport demonstrate the advantages, efficiency and utility of the method for uncertainty assessment in the history matching.

1 Introduction

Uncertainties on the detailed description of reservoir lithofacies, porosity, and permeability are major contributors to uncertainty in reservoir performance forecasting. Reducing this uncertainty can be achieved by integrating additional data in subsurface modeling. With the increasing interest in accurate prediction of subsurface properties, subsurface characterization based on dynamic data, such as production data including gas/oil ratio becomes more important.

To predict future reservoir performance, the reservoir properties, such as porosity and permeability, need to be conditioned to production data. It is essential that the permeability (and porosity) realizations adequately reflect the uncertainty in the reservoir properties, i.e., the probability distribution is sampled correctly. The uncertainty quantification is typically carried out in a Bayesian framework where multiple realizations are sampled from a posterior distribution that incorporates the prior information (e.g., [18]). This problem is challenging because the permeability field is a function defined on a large number of grid blocks and the production data nonlinearly depends on permeability. The Markov Chain Monte Carlo (MCMC) method and its modifications have been used in previous findings to sample the posterior distribution (e.g., [24]).

The direct MCMC simulations are generally very CPU demanding because each proposal requires solving a forward coupled nonlinear partial differential equations over a large time interval. The forward fine-scale problem is usually formulated on a large number of grid
blocks, which makes it prohibitively expensive to perform sufficient number of MCMC sim-
ulations. There have been a few attempts to propose MCMC methods with high acceptance
rate (e.g., [18, 24, 25]). For example, the randomized maximum likelihood method uses
unconditional realizations of the production and permeability data and solves a determin-
istic gradient-based inverse problem. The solution of this minimization problem is taken
as a proposal, and is accepted with probability one, because the rigorous acceptance prob-
ability is very difficult to estimate. Though efficient in many cases, this method may not
properly sample the posterior distribution [22]. Thus, developing efficient rigorous MCMC
calculations with high acceptance rate remains a challenging problem.

In this paper, we extend two-stage MCMC methods considered before (e.g., [10, 11]).
The two-stage MCMC involves a pre-screening stage where the proposals are screened using
approximate models. If the proposal is accepted in the first stage (screening stage), then the
resolved computations are performed to compute the acceptance probability. The novelty
of the proposed approach is two-fold. First, we employ error modeling ([16, 28, 15, 4,
26, 20]) which allows mapping the coarse-scale data to the fine-scale data via a nonlinear
map. The main goal of the error modeling is to construct a map from the coarse-scale
errors between computed and observed data to the fine-scale errors based on some prior
(offline) computations. The mapping between these low dimensional quantities is often
easy to construct based on fewer samples. Secondly, we consider inexpensive ensemble level
upscaling type methods for coarse-scale modeling (cf. [2]). To our best knowledge the error
models have not yet been used in rigorous sampling methods. Previous approaches within
two-stage MCMC methods [11, 10] have used only linear relation between coarse- and fine-
scale responses. Though it is found to be effective in many cases, linear relations may not be
very reliable when coarse-scale models both across spatial scales and uncertainties (in highly
nonlinear equations) are considered. In particular, for the examples presented here we have
found poor performance when linear models are used.
Ensemble level upscaling methods compute upscaled quantities which represent not only subgrid variations, but also variations across the ensemble. These approaches compute upscaled coefficients based on some sampled realizations. In this paper, we use some selected realizations based on the idea of sparse interpolation techniques to compute reference points for upscaled permeabilities. Furthermore, for an arbitrary realization, the upscaled permeability is interpolated using the pre-computed values of upscaled permeabilities at reference points. This procedure saves the computational time by avoiding the computation of upscaled quantities. Though for upscaled permeabilities such a saving may not be very important, for the computations of pseudo relative permeabilities or when using global upscaling methods, these computational saving is important. We note that one can consider more general ensemble level upscaling methods such as those presented in [2].

Two-stage MCMC methods considered here modifies the instrumental probability distribution by filtering the proposals via simplified models. Our numerical results show that using inexpensive coarse-scale computations one can increase the acceptance rate of MCMC calculations. Here the acceptance rate refers to the ratio between the number of accepted permeability samples and the number of times of solving the fine-scale nonlinear PDE system. In offline computational stage, we use several hundreds realizations of the permeability field to construct an error model and develop ensemble level upscaling. For the error modeling, we use piece-wise linear functions to fit the scattered data representing coarse-scale errors vs. fine-scale errors. At the first stage, using coarse-scale runs we determine whether or not to run the fine-scale simulations. To compute the approximation of the fine-scale error, offline statistical models are used. If the proposal is accepted at the first-stage, then a fine-scale simulation is performed at the second stage to determine the acceptance probability of the proposal. The first stage of the MCMC method modifies the proposal distribution. It is easy to show that the modified Markov chain satisfies the detailed balance condition for the correct distribution. In the paper, we also discuss the efficiency of two-stage MCMC methods.
We would like to note that two-stage MCMC algorithms have been used previously (e.g., [3, 19, 26, 17]) in different situations.

Numerical results for permeability fields generated using two-point geostatistics are presented in the paper. Using the Karhunen-Loève expansion, we can represent the high dimensional permeability field by a number of parameters. Furthermore, static data (the values of permeability field at some sparse locations) can be easily incorporated into the Karhunen-Loève expansion to further reduce the dimension of the parameter space. Numerical results are presented for black oil model (three phase flow and transport) with 8 production wells and 1 injection well. In all the simulations, we observe nearly two times increase in the acceptance rate. In other words, the preconditioned MCMC method can accept the same number of samples with much less fine-scale runs.

The paper is organized in the following way. In the next section, we briefly describe the model equations and their upscaling. Section 3 is devoted to the description of MCMC methods. Numerical results are presented in Section 4.

2 Fine and coarse models

In this section we briefly introduce the fine- and coarse-scale models used in the simulations. We consider black oil model in a subsurface formation (denoted by Ω) under the assumption that the displacement is dominated by viscous effects. We neglect the effects of gravity and capillary pressure, although our proposed approach is independent of the choice of physical mechanisms. Porosity will be considered to be constant. The phases will be referred to as water, oil and gas, designated by subscripts \( w \), \( o \), and \( g \), respectively. Simultaneous flow of three phases is governed by the following three equations (e.g., [5])

\[
\frac{\partial}{\partial t} \left( \frac{S_j}{B_j} \right) + \nabla \cdot \left( \frac{k(x)k_{rj}}{\mu_j B_j} \nabla p_j \right) = q^s_j, \quad j = w, o,
\]
where $B_j$ ($j = w, o$) is the formation volume factor of phase $j$, $k(x)$ is heterogeneous absolute permeability field, $q_s$ is the source terms, $p_j$ is the pressure of the phase $j$, $k_{rj}$ is the relative permeabilities, $S_j$ is the saturation of the phase $j$ and $R_{so}$ is the solubility of gas in oil.

Next, we will briefly describe single-phase flow upscaling procedure. These types of approaches for upscaling are discussed by many authors; see e.g., [9]. The main idea of this approach is to upscale the absolute permeability field $k(x)$ on the coarse-grid (see Figure 1), then solve the original system on the coarse-grid with upscaled permeability field. Below, we discuss briefly the upscaling of absolute permeability and ensemble level upscaling methods used in our simulations.

Consider the fine-scale permeability that is defined in the domain with underlying fine grid as shown in Figure 1. On the same graph we illustrate a coarse-scale partition of the domain. To calculate the upscaled permeability field at the coarse-level, we use the solutions of local pressure equations. The main idea of the calculation of a coarse-scale permeability is that it delivers the same average response as that of the underlying fine-scale problem locally. For each coarse domain $K$, we solve the local problems

$$
\text{div}(k(x)\nabla \phi_j) = 0,
$$

with some coarse-scale boundary conditions. Here $k(x)$ denotes the fine-scale permeability field. We will use the boundary conditions which are given by $\phi_j = 1$ and $\phi_j = 0$ on the opposite sides along the direction $e_j$ and no flow boundary conditions on all other sides. For these boundary conditions, the coarse-scale permeability tensor is given by

$$
(k^* e_j, e_l) = \frac{1}{|K|} \int_K (k(x)\nabla \phi_j(x), e_l) dx,
$$
where \( \phi_j \) is the solution of (3) with prescribed boundary conditions. Various boundary condition can have some influence on the accuracy of the calculations, including periodic, Dirichlet and etc. These issues have been discussed in e.g., [30]. In particular, for determining the coarse-scale permeability field one can choose the local domains that are larger than the target coarse block, \( K \), for (3). Once the upscaled absolute permeability is computed, the original equation is solved on the coarse-grid, without changing the form of relative permeability curves.

Ensemble level upscaling methods compute the upscaled permeabilities based on values of upscaled permeability fields for some realizations which are computed offline. To demonstrate the concept, we assume that the permeability field is computed for realizations \( \omega_1, ..., \omega_N \) and the values are \( k^*(x, \omega_1), ..., k^*(x, \omega_N) \). In general, \( \omega \) is infinite dimensional, though in applications considered in this paper, the permeability fields are characterized by two-point correlation functions on a fine grid and \( \omega \) will be taken to be finite dimensional. Ensemble level upscaling attempts to approximate \( k(x, \omega) \) for any value of \( \omega \) using \( k^*(x, \omega_1), ..., k^*(x, \omega_N) \). First work in this direction ([2]) uses statistical approach for this approximation. In this paper, we employ deterministic interpolation theory to approximate \( k^*(x, \omega) \) given \( k^*(x, \omega_1), ..., k^*(x, \omega_N) \). In our simulations, we will be using linear relations for log of permeabilities and sparse interpolation techniques in high dimensional space (e.g., [31]) to approximate \( k^*(x, \omega) \). In particular,

\[
\log(k^*(x, \omega)) = \sum_i L_i(\omega) \log(k^*(x, \omega_i)),
\]

where \( L_i(\omega) \) are interpolation weights which are readily available for interpolations considered here.

As for the quantities which will be used to condition the permeability field, we take gas/oil ratio (commonly abbreviated GOR). When oil is brought to surface conditions it is
usual for some gas to come out of solution. GOR is the ratio of the gas that comes out of the solution, to the volume of oil. Our goal in this paper, is to sample the fine-scale permeability field based on GOR which is a function of time in each producing well. The relation between GOR and the permeability field is highly nonlinear and can not be accurately described via linear relations.

3 Methodology

To find the permeability field given GOR information, we assume that an observed GOR, $F^{\text{ref}}(t)$, is given. Consequently, one can consider this problem as a sampling from the conditional distribution $P(k|F^{\text{ref}})$. Using Bayes theorem we can write

$$P(k|F^{\text{ref}}) \propto P(F^{\text{ref}}|k)P(k). \tag{5}$$

The normalizing constant in this expression is not important, because we use iterative updating procedure. In (5), $P(F^{\text{ref}}|k)$ represents the likelihood function and requires the forward solution of black oil model. We will be using Metropolis-Hasting MCMC (see [27]) to sample from the posterior distribution $P(k|F)$. The main idea of MCMC is to generate a Markov chain whose stationary distribution is given by $P(k|F^{\text{ref}})$. At each iteration, a permeability field, $k$, is proposed using instrumental distribution $q(k|k_n)$ (where $k_n$ is previously accepted permeability field), and then forward problem is solved to determine the acceptance probability,

$$Pr(k_n, k) = \min \left(1, \frac{q(k_n|k)P(k|F^{\text{ref}})}{q(k|k_n)P(k_n|F^{\text{ref}})} \right), \tag{6}$$

i.e. $k_{n+1} = k$ with probability $Pr(k_n, k)$, and $k_{n+1} = k_n$ with probability $1 - Pr(k_n, k)$.

Since each proposal requires the fine-scale computation, direct (full) MCMC is expensive. Typically, direct MCMC requires many iterations for the convergence to a steady state, where
each iteration involves the computation of the fine-scale solution over a large time interval.

One way to achieve efficiency is to propose an algorithm that increases the acceptance rate of MCMC. This minimizes rejection of proposals after detailed flow and transport calculations. In this paper, we use coarse-scale solutions based on single-phase upscaling to increase the acceptance rate. The main idea of this algorithm is to compare GOR that correspond to the coarse-scale models to determine whether or not to run fine-scale simulations.

To formulate the algorithm, we introduce several notations. For our numerical results, we will sample the likelihood

$$
\pi(k) = P(F^{ref}|k) \propto \exp(-\frac{||F^{ref} - F_k||^2}{\sigma_f}),
$$

(7)

where $F^{ref}$ is GOR, $F_k$ is GOR that is obtained from the simulations with permeability $k$, and $\Sigma = \sigma_f I$ is covariance matrix representing the measurement errors. Here $||F^{ref} - F_k|| = \left(\int_0^T ||F^{ref} - F_k||^2 dt\right)^{1/2}$ is the fine-scale error between the simulated and the observed data. We note that GOR is a function of time at producing wells. In our simulations, we start with a number of realizations (usually 100-200) of the permeability field and construct the error model between $||F_k - F^{ref}||$ and $||F_{k^*} - F^{ref}||$ (see Figure 7). Using known statistical methods we derive nonlinear relation between these quantities

$$
||F_k - F^{ref}|| \approx G(||F_{k^*} - F^{ref}||),
$$

where $G$ is a nonlinear function which is estimated based on a limited number of realizations of the permeability field. $G$ can be assumed to be random as it is done in our simulations. In our simulations, we use piece-wise Gaussian processes to fit the relation $||F_k - F^{ref}||$ vs. $||F_{k^*} - F^{ref}||$. In this case, the surrogate probability distribution used in the simulations is

$$
\pi^*(k) = P(F^{ref}|k^*) \propto \exp(-\frac{1}{\sigma_f} G_0(||F_{k^*} - F^{ref}||)),
$$
where $G_0$ and $\sigma_{k^*}$ are the mean and the variance of the piece-wise Gaussian for a given $k^*$ (see Figure 7). The subscript $k^*$ is used in $\sigma$ to indicate that the variance of piece-wise Gaussian model is a function of $k^*$. We note that one can use more general probabilistic models to model error relations and also use the full covariance matrix corresponding to the measurement errors.

Algorithm (two-stage MCMC with nonlinear error model)

- **Offline**: Start with offline computations of GOR cross-plot by computing $\|F_k - F^{ref}\|$ and $\|F_{k^*} - F^{ref}\|$. Estimate the operator $G$, such that $\|F_k - F^{ref}\| \approx G(\|F_{k^*} - F^{ref}\|)$.

- **Offline**: Compute $k^*(x, \omega_i)$ for some realizations $\omega_i$.

- **Step 1.** At $k_n$ generate $k$ from $q(k|k_n)$.

- **Step 2.** Accept $k$ for the fine-scale run with probability $g(k_n, k) = \min \left( 1, \frac{g(k_n|k)\pi^*(k)}{q(k|k_n)\pi^*(k_n)} \right)$, (8) i.e. $k_{n+1} = k$ (conditionally) with probability $h(k_n, k)$, and $k_{n+1} = k_n$ (conditionally) with probability $1 - g(k_n, k)$. If rejected go to step 1.

- **Step 3.** Accept $k$ with probability $Pr(k_n, k) = \min \left( 1, \frac{Q(k_n|k)\pi(k)}{Q(k|k_n)\pi(k_n)} \right)$, (9) i.e. $k_{n+1} = k$ with probability $Pr(k_n, k)$, and $k_{n+1} = k_n$ with probability $1 - Pr(k_n, k)$.

The proposal function $Q(k|k_n)$ satisfies $Q(k|k_n) = g(k_n, k)q(k|k_n) + \left( 1 - \int g(k_n, k)q(k|k_n)dk \right)\delta_{k_n}(k)$. (10)
The expression for $Q$ can be simplified (e.g., [11])

$$Pr(k_n, k) = \min \left( 1, \frac{\pi(k)\pi^*(k_n)}{\pi(k_n)\pi^*(k)} \right).$$

(11)

One can also add new data to improve the estimates; however, this can introduce bias and will be avoided in our simulations.

In [11], it was shown that the detailed balance condition holds and MCMC converges to the correct distribution. This proof applies here. We would like to note that from (11) one obtains (see [10, 11]) that

$$Pr(k_n, k) > \exp \left( -\frac{\|F_k - F^{ref}\| - \frac{G_0(\|F_k^* - F^{ref}\|)}{\sigma_{k^*}}}{\sigma_f} + \frac{\|F_{k_n} - F^{ref}\| - \frac{G_0(\|F_{k_n}^* - F^{ref}\|)}{\sigma_{k_n^*}}}{\sigma_f} \right).$$

It is clear from this expression that if the error in $\|F_k - F^{ref}\| - G_0(\|F_k^* - F^{ref}\|)/\sigma_{k^*}$ is small for a generic $k$, the acceptance probability is close to 1. Thus, if the approximation with $G$ is accurate and the spread of this approximation is low, then one can achieve high acceptance rate. Clearly, if the coarse-scale model approximates the results of the fine-scale simulations, then one can achieve high acceptance rate. However, in general, single-phase upscaling techniques do not provide accurate approximations of the fine-scale results for three-phase systems and thus modeling the relation between coarse- and fine-scale models are needed. The errors associated with this modeling will affect the efficiency of two-stage MCMC methods. In this paper, we explore this via numerical simulations.

We again note this approach extends previous approaches within two-stage MCMC methods [11, 10] where linear relations between coarse- and fine-scale responses are used. In the numerical examples considered in this paper, we have found poor performance when linear models are used.
4 Numerical results

For our numerical tests, we use the Karhunen-Loève expansion (KLE) [21, 29] to obtain the permeability field in terms of an optimal $L^2$ basis. By truncating KLE, we can represent the permeability matrix by a small number of random parameters. To impose the hard constraints (the values of the permeability at prescribed locations), one can find a linear subspace of our parameter space (a hyperplane) which yields the corresponding values of the permeability field. First, we briefly recall the facts of the KLE. Denote $Y(x, \omega) = \log[k(x, \omega)]$, where the random element $\omega$ is included to remind us that $k$ is a random field. We assume that $E[Y(x, \omega)] = 0$. Suppose $Y(x, \omega)$ is a second order stochastic process with $E \int_\Omega Y^2(x, \omega)dx < \infty$, where $E$ is the expectation operator. Given an orthonormal basis $\{\phi_k\}$ in $L^2(\Omega)$, we can expand $Y(x, \omega)$ as

$$Y(x, \omega) = \sum_{k=1}^{\infty} Y_k(\omega) \phi_k(x), \quad Y_k(\omega) = \int_\Omega Y(x, \omega) \phi_k(x) dx.$$ 

We are interested in the special $L^2$ basis $\{\phi_k\}$ which makes the random variables $Y_k$ uncorrelated. That is, $E[Y_i Y_j] = 0$ for all $i \neq j$. Denote the covariance function of $Y$ as $R(x, y) = E[Y(x)Y(y)]$. Then such basis functions $\{\phi_k\}$ satisfy

$$E[Y_i Y_j] = \int_\Omega \phi_i(x) dx \int_\Omega R(x, y) \phi_j(y) dy = 0, \quad i \neq j.$$ 

Since $\{\phi_k\}$ is a complete basis in $L^2(\Omega)$, it follows that $\phi_k(x)$ are eigenfunctions of $R(x, y)$:

$$\int_\Omega R(x, y) \phi_k(y) dy = \lambda_k \phi_k(x), \quad k = 1, 2, \ldots,$$ 

(12)
where $\lambda_k = E[Y_k^2] > 0$. Furthermore, we have

$$R(x, y) = \sum_{k=1}^{\infty} \lambda_k \phi_k(x) \phi_k(y).$$  \hfill (13)

Denote $\eta_k = Y_k/\sqrt{\lambda_k}$, then $\eta_k$ satisfy $E(\eta_k) = 0$ and $E(\eta_i \eta_j) = \delta_{ij}$. It follows that

$$Y(x, \omega) = \sum_{k=1}^{\infty} \sqrt{\lambda_k} \eta_k(\omega) \phi_k(x),$$  \hfill (14)

where $\phi_k$ and $\lambda_k$ satisfy (12). We assume that the eigenvalues $\lambda_k$ are ordered as $\lambda_1 \geq \lambda_2 \geq \ldots$. The expansion (14) is called the Karhunen-Loève expansion. In the KLE (14), the $L^2$ basis functions $\phi_k(x)$ are deterministic and resolve the spatial dependence of the permeability field. The randomness is represented by the scalar random variables $\eta_k$.

After we discretize the domain $\Omega$ by a rectangular mesh, the continuous KLE (14) is reduced to a finite number of terms. In our paper, we work with finite dimensional covariance matrices defined over the square domain with 50 $\times$ 50 resolution. As a consequence, the covariance matrix is 2500 $\times$ 2500. Note that we only need to keep the leading order terms (quantified by the magnitude of $\lambda_k$) and still capture most of the energy of the stochastic process $Y(x, \omega)$. For an $N$-term KLE approximation $Y_N = \sum_{k=1}^{N} \sqrt{\lambda_k} \eta_k \phi_k$, define the energy ratio of the approximation as

$$e(N) := \frac{E\|Y_N\|^2}{E\|Y\|^2} = \frac{\sum_{k=1}^{N} \lambda_k}{\sum_{k=1}^{\infty} \lambda_k}.$$

If $\lambda_k$, $k = 1, 2, \ldots$, decay very fast, then the truncated KLE would be a good approximation of the stochastic process in the $L^2$ sense.

It is common to use variogram instead of covariance functions for stochastic permeability fields. The relation between them can be easily written as $\gamma(x, y) = C - R(x, y)$, where $C = E(Y(x, \omega)^2)$ is constant for stationary processes and $\gamma(x, y)$ denotes the variogram.
Typical variograms used in the modeling of subsurface processes are exponential, normal, and spherical [6]. In this paper, we will use spherical variogram and denote correlation lengths by $l_1$, $l_2$ and the variance of $\log(k)$ by $\sigma_{\log(k)}$. We first solve the eigenvalue problem (12) numerically on the rectangular mesh and obtain the eigenpairs \{\lambda_k, \phi_k\}. Further, we can sample $Y(x, \omega)$ from the truncated KLE (14) by generating Gaussian random variables $\eta_k$.

In all numerical simulations, we will assume that the reservoir is filled with oil and water is injected to displace the oil. We consider 9 spot pattern of water flooding. There is one water injector, and 8 producers (see Figure 2). The domain is taken to be square with $50 \times 50$ fine grid resolution with dimensions $50 \times 50$. The coarse grid is taken to be uniform $5 \times 5$ in all cases. As for ensemble level upscaling, we use lowest order Smolyak interpolation which provides $2d + 1$ nodes in $d$-dimensional space. We refer to [31] for the description of Smolyak interpolation and to [7] the results on upscaling using Smolyak interpolation. As we mentioned earlier that ensemble level upscaling techniques used here simply interpolate the log of upscaled permeability based on the values of log of upscaled permeability at some regularly spaced points in high dimensions. Because the points are regularly spaced the interpolation formula and interpolation weights can be easily derived (see [31]).

Solution gas/oil ratio and gas formation volume factor are shown in Figure 3 (left) and Figure 3 (right). From right top figure, the bubble point pressure of the reservoir is 3000 psia. Relative permeability of water, oil, and gas are shown in Figure 4 (left) and in Figure 4 (right). Modified Stones II second three-phase relative permeability model was used to compute oil relative permeability [1]. We note that if reservoir pressure is above the bubble point pressure, the flow is two-phase (water and oil); if the pressure drops below the bubble point pressure, then the gas evolves into a liquid phase and a gas phase. The flow is three-phases: water, oil and gas. There are maximum of three components, water, oil and gas. In the black oil model, it is assumed that no mass transfer occurs between the water phase
and other two phases. Moreover, the mass fractions of the oil and gas components in the oil phase can be determined by gas solubility.

In the first example, we use a reference permeability field with the correlation lengths $l_x = 30$, $l_y = 2$, and the variance of $\log(k)$ is 2. A realization of this permeability field is used to generate a reference permeability field. In the sampling procedure, we choose the permeability fields with different correlation lengths (still on $50 \times 50$ fine grid resolution). In particular, we choose $l_x = 18$, $l_y = 3$ and keep only 50 eigenvalues/eigenvectors in KLE.

In Figure 5, GOR misfit vs. iterations are plotted. We compare the use of two coarse scale models. In the first case, we use the coarse-scale model where no approximation is made in computing upscaled permeabilities. In the second example, we use ensemble level upscaled permeability which is computed based on offline computations. We note that the second case is less accurate though less expensive to compute. We observe from this figure that all three curves show that the two-stage MCMC methods have similar convergence as the full MCMC. These results are based on 1000 proposals. The acceptance rates are given as following, full MCMC - 8.8 %, two-stage MCMC with upscaling is 22 %, and two-stage MCMC with ensemble level upscaling is 17 %. We observe that two-stage MCMC methods provide nearly two times higher acceptance rates. Since the computational cost associated with coarse-scale simulations is negligible, two-stage MCMC methods improve CPU required for sampling the posterior distribution by nearly two-fold. In all simulations, random walk instrumental distribution for $q(k|k_n)$ is used, where $k = k_n + \epsilon_n$ with $\epsilon_n$ being a random perturbation with prescribed distribution. The formal convergence diagnosis can performed using multiple chains method based convergence diagnosis ([14]). In this paper, our goal is to compare modified chain with the chain obtained via direct MCMC, and thus we restrict ourselves to only showing RMS vs. the number of iterations. We note that the convergence diagnostics has nothing to do with the rate of convergence, which depends on the second largest eigenvalue of the transition matrix of the Markov chain. Figure 6 shows the GOR
matches of the producers. As we see that the sampled realizations match GOR very well.

In these figures, reference GOR is designated by green color, and initial GOR is designated by blue, and the sampled GORs are designated by red color. The data which is used to model the error is presented in Figure 7. We plot both mean as well as mean plus/minus standard deviation. In our simulations, we have used piecewise linear relation to model the mean behavior and constant variation within each bin. Furthermore, Gaussian distribution is used for each bin. In Figure 8, the samples of the permeability field are depicted. One can observe that the initial model does not have the high flow channel located at upper side of the domain, while the corrected permeability models have this high conductivity region.

In the second example, the reference permeability field is chosen with the correlation lengths $l_x = 25$ and $l_y = 6$ and 100 eigenvalues/eigenvectors are kept in KLE. For sampling purposes, the permeability fields are generated with $50 \times 50$ fine resolution and with $l_x = 20$ and $l_z = 4$ and 40 eigenvalues/eigenvectors are kept in KLE. In Figure 9, GOR misfit vs. iterations are plotted. As before, we compare the use of two coarse scale models. In the first case, we use coarse-scale model where no approximation is made in computing upscaled permeabilities. In the second example, we use ensemble level upscaled permeability which is computed based on offline computations. We observe from this figure that all three curves show that the two-stage MCMC has similar convergence as the full MCMC. These results are based on 1000 proposals. The acceptance rates are given as following, full MCMC - 12 %, two-stage MCMC with upscaling is 24 %, and two-stage MCMC with ensemble level upscaling is 20 %. Figure 10 shows the GOR matches of the producers. As we see that the sampled realizations match GOR very well. As before, reference GOR is designated by green color, and initial GOR is designated by blue, and the sampled GORs are designated by red color. The data which is used to model the error is presented in Figure 11. In our simulations, we have used piecewise linear relation to model the mean behavior and constant variation within each segment.
5 Conclusions

In this paper, we study two-stage MCMC methods which use simplified and inexpensive upscaled models to speed-up the sampling of the posterior distribution. Our underlying equations describe the flow and transport of three-phase flow system in heterogeneous porous media. We employ single-phase upscaling methods for coarsening the flow and transport equations. Because single-phase upscaling techniques are not very accurate for complex black oil models (see e.g., Figure 11), the proposed algorithm requires offline computations where a nonlinear relation between the coarse- and fine-scale models are constructed. This relation is used within the context of two-stage MCMC to perform rigorous sampling. The proposed method generalizes the existing multi-stage MCMC methods where a linear relation between coarse- and fine-scale models are used. In our coarse-scale models, we also use ensemble level upscaling techniques for inexpensive coarse-scale computations. The efficiency of two-stage MCMC methods depends on the accuracy of the nonlinear approximation and the spread in this approximation. The modeling errors in this approximation affect the efficiency of two-stage MCMC methods. In this paper, we explore this via numerical simulations. Numerical results study the advantages, efficiency and utility of the method for uncertainty assessment in the history matching. We show that two-stage MCMC methods provide two times higher acceptance rates, and thus improve CPU required for sampling the posterior distribution by nearly two-fold.
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Figure 1: Schematic description of fine- and coarse-grids. Bold lines illustrate a coarse-scale partitioning, while thin lines show a fine-scale partitioning within coarse-grid cells.

Figure 2: Well configuration used in the simulations.
Figure 3: Solution gas/oil ratio and gas formation volume factor.

Figure 4: Relative permeabilities used in the simulations.
Figure 5: Error vs. proposal iterations.

Figure 6: GOR data at producers.
Figure 7: Error model.

Figure 8: Permeability realizations.
Figure 9: Error vs. proposal iterations.

Figure 10: GOR data at producers.
Figure 11: Error model.