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Abstract

Two cell-centered finite difference schemes on Voronoi meshes are derived and investigated. Stability and error estimates in a discrete $H^1$-norm for both symmetric and nonsymmetric problems, including convection dominated, are proven. The theoretical results are illustrated with several numerical experiments.
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1 Introduction

In this paper we construct cell-centered finite volume difference schemes on Voronoi meshes for the following boundary value problem:

Find a function $u(x)$ that satisfies the differential equation and the boundary condition:

$$
Lu(x) = f(x) \quad \text{in } \Omega \\
u(x) = 0 \quad \text{on } \partial \Omega
$$

where

$$Lu = \nabla \cdot (-a(x)\nabla u + b(x)u).$$

The domain $\Omega$ is a open subset of $\mathbb{R}^d$, $d = 2$ or $3$.

We consistently use the notion of flux $q$ defined below in (2a). We can rewrite the equation (1a) in the “flux” form

$$q = -a\nabla u + bu,$$

$$\nabla \cdot q = f.$$  

Note that we can write the equation (2b) as

$$\int_{\partial V} (q,n) ds = \int_V f dx$$

*The author was partially supported by funding from DOE grant #DE-FG05-92ER25143 and ARO grant # DAAH04-96-1-0069
using Gauss formulae for sufficiently smooth subdomains $V \subset \Omega$.

The common approach of all finite volume methods is to approximate the integral of the normal component of the flux $\mathbf{q}$ and the source/sink function $f$ on a set of finite (control) volumes $V_i, i = 1, \ldots, n$

$$\int_{\partial V_i} (\mathbf{q}, \mathbf{n}) \, ds \approx \sum_{j \in \Sigma(i)} q_{ij}, \quad \int_{V_i} f \, dx \approx \phi_i,$$

and the equations (3) on $V_i$ are replaced by the discrete equations

$$\sum_{j \in \Sigma(i)} q_{ij} = \phi_i, \quad i = 1, \ldots, n,$$

(4)

where the discrete fluxes $q_{ij}$ are related to the approximation of $u$ in some way.

This approach is very natural for many applications, as heat transfer, fluid flow in porous media, etc., where the differential problem (1) is derived from a conservation law in an integral form for the flux $\mathbf{q}$ like (3) and a constitutive relation between the flux $\mathbf{q}$ and the scalar variable $u$ like (2a) is imposed.

Under some assumptions (see §2) the solution of the problem (1) satisfies an appropriate stability estimate, the maximum principle, and the operator $\mathcal{L}$ (or the corresponding bilinear form) is coercive. We would like to construct a family of stable (even for very small diffusion) numerical methods that inherit such properties as conservation, symmetry (the case $b = 0$), maximum principle and coercivity in some discrete form. Moreover, we want our discretizations to work for general domains and general grids introduced into them.

It is natural to ask whether a finite volume method with good approximation properties that satisfies all conditions stated above can exist. We still do not know the answer of this question. Kershaw [17] has shown with simple argument that there is no nine point finite difference scheme on distorted quadrilateral meshes for the diffusion problem ($b = 0$) that produces symmetric positive definite monotone matrix and has truncation error of second order. Recall that stability and truncation error of second order would imply second order convergence, but this is not a necessary condition (cf. [36], [18] and [23]).

Mixed finite element methods are conservative and have good approximation properties and this is the reason they are very active area of research. Russell et. al. [27] have proposed a conservative control volume mixed method that produces a nonsymmetric matrix for a symmetric differential problem. Thomas has developed mixed finite volume methods [34, 35] that also generates a nonsymmetric matrix. Recently Arbogast, Wheeler and Yotov [2] have generalized the results in [38] for diffusion problems with tensor coefficients and have derived and analyzed new cell-centered finite volume difference schemes. We still do not know when or even whether these methods are monotone. The research in this direction has just begun [21].

Finite volume element methods are conservative, but not monotone in general [24, 7, 30]. Conservative finite volume difference methods on triangular meshes are well defined and monotone under quite restrictive conditions (acute-angled triangles [37, 15], or constant coefficients [13]). Interesting results have
been reported for quadrilateral vertex-centered finite volume difference schemes [25, 22, 33, 31]. but the consistent theory for such meshes is still not available.

We derive two schemes, central difference scheme (CDS) for symmetric or diffusion dominated problems and upwind difference scheme (UDS) for convection dominated problems and show that they are stable and first order accurate. These finite difference schemes are monotone (CDS only for symmetric problems), have the flexibility and the accuracy of the linear finite elements on simplexes (theoretically shown first order in a discrete $H^1$-norm and computationally observed second order in $L^2$-norm) and in addition they are conservative. Grids (Voronoi meshes) are not totally arbitrary, but general enough to cover all practical problems. The restriction on the grids seems quite natural since the discretization of the Laplacian with linear finite elements is monotone if and only if the triangulation is Delauney [16] - dual to a Voronoi mesh in a graph-theoretical sense.

Finite volume methods on Voronoi meshes are widely used in the engineering practice, especially for reservoir simulations [12, 26]. Our theory justifies their use and generalizes previous results for triangular meshes [37, 15].

The rest of the paper is organized in the following way. The properties of the continuous problem (1) are discussed in §2. The grids and control volumes are introduced in §3. In Section 4 we describe the discretization schemes and show that they satisfy the discrete maximum principle and the discrete operator is coercive. We prove the stability and error estimates in §5 and illustrate our theoretical results with a few numerical experiments gathered in Section 6.

2 Properties of the continuous problem

Here we write the precise form of the properties of the problem (1) and its solution mention above. We use the standard notation for Sobolev spaces [1]:

$$W^{m,p}(\Omega) = \{ u \in L^p(\Omega) : D^\alpha u \in L^p(\Omega), \text{ for } 0 \leq |\alpha| \leq m \}.$$

The norm in $W^{m,p}(\Omega)$ is denoted $\|u\|_{m,p,\Omega}$ and defined by

$$\|u\|_{m,p,\Omega} = \left( \sum_{0 \leq |\alpha| \leq m} \|D^\alpha u\|_{p,\Omega}^p \right)^{1/p}, \quad 1 \leq p < \infty,$$

$$\|u\|_{m,\infty,\Omega} = \max_{0 \leq |\alpha| \leq m} \|D^\alpha u\|_{\infty,\Omega}, \quad p = \infty$$

and $W^{m,2}(\Omega) = H^m(\Omega)$. The dual space $H^{-1}(\Omega)$ of $H^0_0(\Omega)$ is equipped with the norm

$$\|u\|_{-1,\Omega} = \sup_{\nu \in H^0_0(\Omega), \nu \neq 0} \frac{|\langle u, \nu \rangle |}{\|\nu\|_{1,\Omega}}.$$
We assume that the coefficients of the equation (1a) satisfy the conditions group for convenience in the following assumption.

**Assumption 1** Let the coefficient \( a(x) \in L^\infty(\Omega) \) and \( b \in (W^{d/2+\alpha,\infty}(\Omega))^2 \), \( \alpha > 0 \) be such that

\[
\begin{align*}
(i) & \quad a(x) \geq a_0 > 0, \\
(ii) & \quad \nabla \cdot b \geq 0.
\end{align*}
\]

(5a)

(5b)

Under the Assumption 1, the problem (1) has a unique weak solution \( u \in H^1_0(\Omega) \) for \( f \in H^{-1}(\Omega) \) and \( u \) satisfies the the stability estimate

\[
\|u\|_{1,\Omega} \leq C_1\|f\|_{-1,\Omega}.
\]

(5c)

The operator \( L \) is coercive in \( H^1_0(\Omega) \), i.e.,

\[
(Lu,v) \geq C_2\|v\|_{1,\Omega}^2 \quad \forall v \in H^1_0(\Omega),
\]

(5d)

where

\[
(Lu,v) = \int_\Omega a\nabla u \nabla v \, dx - \int_\Omega (b, \nabla v) u \, dx.
\]

The **Theorem 1 (Maximum principle)** Let the function \( u \in H^1(\Omega) \) satisfies the inequality \( (Lu,v) \geq 0 \) \( \forall v \in C_0^\infty(\Omega), v \geq 0 \) and the Assumption 1 be fulfilled. Then if \( u(x) \geq k \) on \( \partial \Omega \)

\[
\text{ess inf}_{x \in \Omega} u(x) \geq \min(0,k).
\]

We can write the maximum principle in slightly simplified and schematical way as

\[
\text{ess inf}_{x \in \Omega} u(x) \geq \min(0,k).
\]

(5e)

And finally we say that we have conservation property if for any connected volume \( V = \bigcup_{i=1}^m V_i \) the following relation holds:

\[
\int_{\partial V} (q,n) \, ds = \sum_{i=1}^m \int_{\partial V_i} (q,n) \, ds = \sum_{i=1}^m \int_{V_i} f \, dx = \int_V f \, dx.
\]

(5f)

We use the abbreviations (CP) to denote continuous property.

### 3 Grids, control volumes and discrete norms

We suppose that a grid \( \mathcal{G} = \{x_i\}_{i=1}^n \), \( x_i = (x_{i,1}, \ldots, x_{i,d}) \) is introduced in the domain \( \Omega \) and also \( \Omega \) is partition into convex open polygons \( \{V_i\}_{i=1}^n \), called control (finite) volumes, with the properties

\[
\overline{\Omega} = \bigcup_{i=1}^n \overline{V_i}, \quad V_i \cap V_j = \emptyset \quad \text{and} \quad \overline{V_i} \cap \overline{V_j} = \gamma_{ij}, i \neq j.
\]
where $\gamma_{ij}$ is an interval in 2-D and convex polygon in 3-D. We denote the interior grid points with $\omega$, i.e., $\omega = \overline{\Omega} \cap \Omega$ and the grid points on $\partial \Omega$ with $\partial \omega$. The grid $\overline{\Omega}$ and the control volumes $\{ V_i \}_{i=1}^n$ are chosen in a such way that inside every $V_i$ there is only one point $x_i$ from $\overline{\Omega}$. Later we will discuss how we can construct $V_i$ given $x_i$ and vice versa.

We use the standard symbols

$$h_i = \text{diam}(V_i), \quad h = \max_i h_i.$$  

Functions defined for $x \in \overline{\Omega}$ are called grid functions. To emphasize their dependence of the triangulation we use the subscript $h$.

We use the notations:

$$m(A) = \int_A dx, \quad A \text{ is a measurable set of } \mathbb{R}^m, m = 1, 2, 3,$$

$$d(x, y) = \left[ \sum_{i=1}^d (x_i - y_i)^2 \right]^{1/2}, \quad d(x, \Omega) = \inf_{y \in \Omega} d(x, y),$$

$$\Sigma(i) = \{ j : j \neq i \text{ and } \overline{V}_i \cap \overline{V}_j \neq \emptyset \}.$$  

Given the grid functions $u_h(x), v_h(x), x \in \overline{\Omega}$ we define the following discrete inner products and norms:

$$(u_h, v_h) = \sum_{x_i \in \omega} m(V_i) u_h(x_i) v_h(x_i), \quad \| u_h \|_{0, \omega}^2 = (u_h, u_h);$$

$$|u_h|_{1, \omega}^2 = \frac{1}{2} \sum_{x_i \in \overline{\Omega}} \sum_{j \in \Sigma(i)} m(\gamma_{ij}) d(x_i, x_j) \left( \frac{u_h(x_i) - u_h(x_j)}{d(x_i, x_j)} \right)^2.$$  

The discrete $H^1$-norm is defined by

$$\| u_h \|_{1, \omega}^2 = \| u_h \|_{0, \omega}^2 + |u_h|_{1, \omega}^2.$$  

We also need the negative norm:

$$\| u_h \|_{-1, \omega} = \sup_{v_h \neq 0} \frac{\langle u_h, v_h \rangle}{\| v_h \|_{1, \omega}}.$$  

We consider Voronoi control volumes, i.e., the control volume $V_i$ is the set of points in $\Omega$ closest to $x_i$. It is easy to see that these control volumes are convex polygons. By construction the interval with end points $x_i$ and $x_j$ is perpendicular to $\gamma_{ij}$ and the plane where $\gamma_{ij}$ lies intersects this interval in the middle point denoted with $x_{ij}$. Voronoi volumes are easily constructed from the mesh $\overline{\Omega}$. We refer for discussion of geometrical properties of Voronoi volumes to the survey papers by Aurenhammer [3] and Fortune [10]. We show a fragment of Voronoi triangulation on Fig. 1. We will call such grids Voronoi cell-centered grids.
The planar Voronoi triangulation and the Delaunay triangulation are dual in a graph-theoretical sense. Delaunay triangulation consists from triangles with properties that the circumscribed circle of each triangle does not contain vertices of any other triangles. Given Delaunay triangulation, i.e., a grid $\mathcal{G}$ it is easy to construct Voronoi volumes. We note that the Delaunay triangulation is one of the most popular in computational mesh generation [11], especially for finite element computations because of its optimal properties [5, 32].

As an example of a mesh generated from the control volumes we consider circumscribed triangulations, i.e., there exists a circumscribed circle around each control volume and the center of the circle is inside the control volume. The grid consists of the centers of the circumscribed circles. A fragment of such triangulation is depicted on Fig. 2. Circumscribed triangulations are difficult to construct in general domains $\Omega$ and we will not consider such meshes, but we like to note that the theory presented in this paper cover also such triangulations.

Given $n$ points in $\mathbb{R}^d$, $d = 2, 3$ we can construct a Voronoi cell-centered mesh. This includes many "pathological" cases. In order to develop reasonable theory we impose some regularity conditions on the mesh. The sign $\sim$ is used to simplify the notation and $a \sim b$ means that there are two positive constants $C_1$ and $C_2$ independent from $a$ and $b$ such that $C_1 a \leq b \leq C_2 a$.

Assumption 2 (FV regular triangulations) We say that a cell-centered triangulation $\{V_i\}_{i=1}^n$ is finite volume regular if every control volume satisfies

$$
m(V_i) \sim h_i^d, 
$$

$$
d(x_i, x_j) \sim h_k \quad k = i \ or \ j, \quad (6a)
$$

$$
d(x_{ij}, y_{ij}) \sim h_k \quad k = i \ or \ j. \quad (6c)
$$

Remark 1 (6a) is the standard assumption for quasi-uniform finite element meshes (cf. Ciarlet [8, p. 132]). The second assumption (6b) is assumed in
order to prevent two points to be too close and eventual extra ill-conditioning of the discrete scheme resulting from this. In finite element triangulations this means all angles are bounded from below with \( \alpha > 0 \). The third assumption (6c) guarantees that \( x_{ij} \) is not too far from \( \gamma_{ij} \) and is necessary for the approximation properties of the methods (see the discussion in Lemma 3). The last assumption means in finite element context that all angles are bounded from above with \( \pi - \alpha \). For finite element triangulations in 2-D (6a) implies (6b) and (6c). We do not know whether this is also true for Voronoi cell-centered meshes. Note that we consider both 2 and 3-D meshes.

4 Discretization schemes

In this section we define the expressions of the discrete fluxes \( q_{ij} \) through the values of the approximation \( u_h \) of the continuous solution \( u \). When these expressions are substituted into the equations (4) we get a system of linear equations

\[
\mathcal{L}_h u_h = \phi.
\]

We will investigate the properties of the discrete operator \( \mathcal{L}_h \) and compare them to the properties of \( \mathcal{L} \).

We approximate the scaled by \( m(V_i) \) equation (3)

\[
\frac{1}{m(V_i)} \int_{\partial V_i} (-a \nabla u + b u_n) ds = \frac{1}{m(V_i)} \int_{V_i} f(x) dx.
\]

Denote

\[
w = -a(x) \nabla u(x) \quad \text{and} \quad v = b(x) u(x).
\]
Figure 3: General control volume $V_i$

Splitting $\partial V_i = \cup_{j \in \Sigma(i)} \gamma_{ij}$ (see Fig. 3) the left-hand side of this identity is written in the form:

$$\frac{1}{m(V_i)} \left[ \int_{\partial V_i} (w, n) ds + \int_{\partial V_i} (v, n) ds \right] =$$

$$\frac{1}{m(V_i)} \left[ \sum_{j \in \Sigma(i)} \int_{\gamma_{ij}} (w, n) ds + \sum_{j \in \Sigma(i)} \int_{\gamma_{ij}} (v, n) ds \right]$$

(9)

We split the approximation of the balance equation (9) in two parts

$$\mathcal{L}_h u_h = \mathcal{L}^{(2)}_h u_h + \mathcal{L}^{(1)}_h u_h$$

(10)

where $\mathcal{L}^{(2)}_h$ is the part arising from the approximation of the second derivatives, and $\mathcal{L}^{(1)}_h$ comes from the approximation of the first derivatives. We have the expressions

$$\mathcal{L}^{(2)}_h u_h = \sum_{j \in \Sigma(i)} w_{i,j}, \quad x_i \in \omega,$$

(11)

$$\mathcal{L}^{(1)}_h u_h = \sum_{j \in \Sigma(i)} v_{i,j}, \quad x_i \in \omega.$$

In these formulas $w_{ij}$ and $v_{ij}$ are some approximations of the corresponding integrals $\int_{\gamma_{ij}} (w, n) ds$ and $\int_{\gamma_{ij}} (v, n) ds$. Now, in order to complete the finite difference scheme we have to express the approximate fluxes $w_{ij}$ and $v_{ij}$ by the approximate values $u_h(x)$ of the solution $u(x)$ at the grid points.
We denote by $\beta_{i,j}$ an approximation of the integral $\int_{\gamma_{ij}} (b, n) ds$ with the properties:

\begin{align}(i)\quad & \beta_{i,j} + \beta_{j,i} = 0. \\
(ii)\quad & |\beta_{i,j}| \leq C \text{meas}(\gamma_{ij})\|b\|_{d/2+\alpha, \infty, \Omega}, \\
(iii)\quad & \left| \int_{\gamma_{ij}} (b, n) ds - \beta_{i,j} \right| \leq Ch^{d+\alpha}\|b\|_{d/2+\alpha, \infty, \Omega},
\end{align}

where $C$ is a positive constant and $\alpha > 0$. Similar conditions for $\beta$ are used by Baba and Tabata in constructing upwind finite element methods for parabolic problems [4].

We consider some examples of quadrature formulas that satisfy conditions (12). Let $\gamma_{ij}$ be an interval with end points $a_1$ and $a_2$ and a middle point $a_{12}$. The following well known quadrature formulas ($2$-D triangulations) clearly satisfy the conditions (12)

$$\beta_{ij} = (b, n)(a_{12}) \text{meas}(\gamma_{ij}),$$

$$\beta_{ij} = \frac{\text{meas}(\gamma_{ij})}{2} [(b, n)(a_1) + (b, n)(a_2)].$$

For triangular and rectangular faces $\gamma_{ij}$ ($3$-D triangulations) the quadrature formulae

$$\beta_{ij} = (b, n)(a_{\text{bary}}) \text{meas}(\gamma_{ij})$$

fulfills (12) with $a_{\text{bary}}$ the barycenter of $\gamma_{ij}$.

We consider the following approximations.

### 4.1 Central difference scheme (CDS)

We call this scheme “central” because of the analogy of $L_h^{(1)}$ and a central difference approximation of the first derivatives. The approximate fluxes are defined by:

\begin{align}(a)\quad & w_{ij}(x) = \frac{\text{meas}(\gamma_{ij})}{\text{meas}(V_i)} k_{i,j} \frac{u_{h,j} - u_{h,i}}{d(x_i, x_j)}, \\
(b)\quad & v_{ij}(x) = \frac{\beta_{i,j}}{\text{meas}(V_i)} \left[ \frac{d(x_j, x_{ij})}{d(x_i, x_j)} u_{h,i} + \frac{d(x_i, x_{ij})}{d(x_i, x_j)} u_{h,j} \right]
\end{align}

where

$$k_{i,j} = \left( \frac{1}{d(x_i, x_j)} \int_{x_i}^{x_j} \frac{ds}{a(s)} \right)^{-1}.$$

is the harmonic average of diffusion coefficient.
An application of the discrete maximum principle shows that CDS is stable if the following inequalities are satisfied

\[ P_i = \max_{j \in \Sigma(i)} \frac{|\beta_{i,j}|}{m(\gamma_{i,j})} \frac{d(x_i, x_{ij})}{k_{i,j}} \leq 1, \quad x_i = 1, \ldots, n. \]  

(14)

In some application, \( P_i \) is called a local (cell) Peclet number (cf. [14], [28]). Note that the quantity \( |\beta_{i,j}|/m(\gamma_{i,j}) \) does not depend upon \( h \) and therefore the inequalities \( (14) \) are satisfied only for sufficiently small \( h \).

We will deduce the properties of CDS using the tools developed for UDS.

4.2 Upwind difference scheme (UDS)

One of the ways to find stable finite difference approximation for convection-diffusion boundary value problem is to use upwind approximation for the first derivatives. In this case, \( \mathcal{L}^{(2)} \) is defined as in CDS and the terms \( v_{i,j} \) in \( \mathcal{L}^{(1)} \) are approximated in the following way:

\[ v_{i,j} = \beta_{i,j}^+ u_{h,i} + \beta_{i,j}^- u_{h,j} \]  

(15a)

where \( \beta_{i,j}^+ \) and \( \beta_{i,j}^- \) are defined via the formulas

\[ \beta_{i,j}^+ = \frac{1}{m(V_i)} \frac{(\beta_{i,j} + |\beta_{i,j}|)}{2}, \quad \beta_{i,j}^- = \frac{1}{m(V_i)} \frac{(\beta_{i,j} - |\beta_{i,j}|)}{2}. \]  

(15b)

The definition of the discrete fluxes \( w_{i,j} \) and \( v_{i,j} \) \((13), (15)\) imply that

\[ w_{ij} = -w_{ji} \quad \text{and} \quad v_{ij} = -v_{ji}. \]  

(16)

We can easily show using \((16)\) that the discrete flux through the boundary of any connected volume \( V \) such that \( V = \bigcup_{i=1}^m V_i \) and \( V_i \) are control volumes, equals to the sum of sources/sinks

\[ \sum_{\partial V} q_{ij} = \sum_{i=1}^m \sum_{j \in \Sigma(i)} q_{ij} = \sum_{i=1}^m \phi_i, \quad \text{(DP4)} \]

which is the discrete conservation law corresponding to \((\text{CP4})\). We use the abbreviations \((\text{DP})\) to denote discrete property.

In order to investigate the properties of the UDS we need the following auxiliary result.

**Proposition 1** Let \( b(x) \in (W^{d/2+\alpha, \infty}(\Omega))^d, \alpha > 0 \) and there exists a positive constant \( \beta_0 \) such that

\[ \int_{\partial V} (b(x), n) ds \geq \beta_0 m(V) \]  

(17)
for any volume $V \subset \Omega$ with Lipschitz-continuous boundary $\partial V = \bigcup_{j \in \Sigma(i)} \gamma_{ij}$. Suppose that $\beta_{i,j}$ satisfies the condition (12c). Then there exists $h_0$ such that for $h \in (0,h_0)$ the following inequality holds:

$$
\sum_{j \in \Sigma(i)} \beta_{i,j} \geq c_0 \mathsf{m}(V),
$$

(18)

where $c_0 = \beta_0 - O(h^\alpha)$.

**Proof:** It follows from the FV regularity of the control volume $V$ and the condition (12c). □

We replace the condition (5a) of Assumption 1 with the stronger one.

**Assumption 3** $b(x) \in (W^{d/2+a,\infty}(\Omega))^d$, $\alpha > 0$ and $\nabla \cdot b(x) \geq \beta_0 > 0$

for almost every $x \in \Omega$.

**Remark 2** We can consider the left hand side of (18) as a definition of the discrete divergence operator. Then the above proposition means that, if the divergence of the vector $b$ is greater than $\beta_0 > 0$, the discrete analogy of $\text{div}(b)$ is also positive for sufficiently small $h$.

First we will prove that the considered scheme is monotone.

**Proposition 2** Let the Assumptions 1, 2 and 3 be satisfied, the discrete fluxes $w_{i,j}$ and $v_{i,j}$ be defined by the formulas (13a) and (15), respectively, and the approximations $\beta_{i,j}$ fulfill the condition (12c). Then UDS satisfies the discrete maximum principle and the corresponding matrix $L_h$ is an M–matrix.

**Proof:** Let $a_{i,j}$ be the coefficients in front of $u_{h,j}$ in the $i^{th}$ equation. Then it is enough to check the conditions [13]:

1. $a_{i,i} > 0 \quad a_{i,j} \leq 0 \quad j \neq i$;
2. $a_{i,i} + \sum_{j \in \Sigma(i)} a_{i,j} > 0$, i.e., $A$ is strictly diagnostically dominant.

We have

1. $a_{i,i} = \frac{1}{\mathsf{m}(V_i)} \sum_{j \in \Sigma(i)} \left[ \frac{m(\gamma_{ij})}{d(x_i,x_j)} k_{i,j} + \beta_{i,j} + |\beta_{i,j}| \right] > 0$,

2. $a_{i,j} = \frac{1}{\mathsf{m}(V_i)} \left[ -\frac{m(\gamma_{ij})}{d(x_i,x_j)} k_{i,j} + \beta_{i,j} - |\beta_{i,j}| \right] < 0$,

2. $a_{i,i} + \sum_{j \in \Sigma(i)} a_{i,j} \geq \frac{1}{\mathsf{m}(V_i)} \sum_{j \in \Sigma(i)} \beta_{i,j} \geq c_0 > 0$.
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The last inequality follows from the Proposition 1. □

Similarly as (CP3) we can write the discrete maximum principle as

\[ u_h \geq 0 \text{ on } \partial \omega, \quad \mathcal{L}_h u \geq 0 \text{ in } \omega \implies u_h \geq 0 \text{ in } \omega. \] (DP3)

Note that to prove Proposition 2 we used only that \( k_{ij} > 0 \), the Assumption 3 and (12c). As a consequence of Proposition 2 we obtain that the problem (7) has an unique solution. With more elaborated analysis we can prove Proposition 2 using only (6a). For symmetric problems (\( b = 0 \)) the only condition to have a monotone scheme is the condition (5a) of Assumption 1.

Now we show that the coercivity of the differential operator \( \mathcal{L} \) is inherited by the discrete operator \( \mathcal{L}_h \), i.e., \( \mathcal{L}_h \) considered as a matrix is positive definite.

**Proposition 3** Let the Assumptions 1, 2 and 3 be satisfied, the discrete fluxes \( w_{i,j} \) and \( v_{i,j} \) be defined by the formulas (13a) and (15), respectively, and the approximations \( \beta_{i,j} \) fulfill the conditions (12). Then the matrix \( \mathcal{L}_h \) of UDS is a positive definite and there exists a constant \( C \) such that the following inequality is true:

\[ (\mathcal{L}_h y, y) \geq C \| y \|_{1,0}^2, \text{ for all } y \in D^0 = \{ y, y|_{\partial} = 0 \}. \] (DP2)

The constant \( C \) depends only on the ratio \( a(x)/|b(x)| \).

**Proof:** Let \( z(x) \) and \( y(x) \) be grid functions from \( D^0 \). Then

\[ (\mathcal{L}_h y, z) = -\sum_{x_i \in \partial \omega} \sum_{j \in \Sigma(x_i)} m(V_i) w_{i,j} z_j + \sum_{x_i \in \partial \omega} \sum_{j \in \Sigma(x_i)} m(V_i) v_{i,j} z_j \] (19)

\[ = I + J. \]

We transform the sums in formulae (19)

\[ I = -\sum_{x_i \in \partial \omega} \sum_{j \in \Sigma(x_i)} m(V_i) \frac{m(\gamma_{ij})}{m(V_i)} k_{i,j} \frac{[y_j - y_i]}{d(x_i, x_j)} z_i \]

\[ = \frac{1}{2} \sum_{x_i \in \partial \omega} \sum_{j \in \Sigma(x_i)} \frac{m(\gamma_{ij})}{d(x_i, x_j)} k_{i,j} ([y_j - y_i] z_j - [y_j - y_i] z_i) \]

\[ = \frac{1}{2} \sum_{x_i \in \partial \omega} \sum_{j \in \Sigma(x_i)} m(\gamma_{ij}) d(x_i, x_j) k_{i,j} \frac{[y_j - y_i]}{d(x_i, x_j)} \frac{[z_j - z_i]}{d(x_i, x_j)}. \]

Using (15) we rewrite \( J \) in the following way

\[ J = \frac{1}{2} \sum_{x_i \in \partial \omega} \sum_{j \in \Sigma(x_i)} [\beta_{i,j} + |\beta_{i,j}|] y_i + ([\beta_{i,j} - |\beta_{i,j}|] y_j] \]

\[ = \frac{1}{2} \sum_{x_i \in \omega} \left[ \sum_{j \in \Sigma(x_i)} \beta_{i,j} y_i z_j + \sum_{j \in \Sigma(x_i)} |\beta_{i,j}| (y_i - y_j) + \sum_{j \in \Sigma(x_i)} \beta_{i,j} y_j z_i \right] \] (20)

\[ = J_1 + J_2 + J_3. \]
We now transform the second term in (20)

\[ J_2 = \frac{1}{2} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} |\beta_{i,j}| (y_i - y_j) z_i = \frac{1}{4} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} |\beta_{i,j}| (y_i - y_j) (z_i - z_j) \]

and the third term in (20)

\[ J_3 = \frac{1}{2} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} \beta_{i,j} y_j z_i = \frac{1}{4} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} \beta_{i,j} y_j z_i + \beta_{j,i} y_i z_j \]

\[ = \frac{1}{4} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} \beta_{i,j} (y_j z_i - y_i z_j). \]

Finally we get

\[ (L_h y, z) = \frac{1}{2} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} m(\gamma_{ij}) d(x_i, x_j) \frac{y_j - y_i}{d(x_i, x_j)} \frac{z_j - z_i}{d(x_i, x_j)} \]

\[ + \frac{1}{2} \sum_{x_i \in \omega} \left( \sum_{j \in \Omega(i)} \beta_{i,j} \right) y_i z_i + \frac{1}{4} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} |\beta_{i,j}| (y_i - y_j) (z_i - z_j) \]

\[ + \frac{1}{4} \sum_{x_i \in \omega} \sum_{j \in \Omega(i)} \beta_{i,j} (y_j z_i - y_i z_j). \]

Letting \( z = y \) in the above formula the desired result follows using Proposition 1 and the FV regularity of the control volumes. \( \square \) If is easy to show that (DP2) is also satisfied for CDS is the problem (1) is diffusion dominated.

5 Stability and error estimates

The stability of problem (7) is a simple consequence of the positive definiteness of the matrix \( L \). Namely, we prove the following lemma.

**Lemma 1** Let the Assumptions 2 and 3 be satisfied. Then for UDS the following a priori estimate is valid:

\[ \|u_h\|_{1,\omega} \leq C \|\phi\|_{-1,\omega}, \quad (\text{DP1}) \]

where \( u_h \) is the discrete solution and \( \phi \) is the right-hand side of (7). The constant \( C \) in this estimate does not depend on \( h \) or \( \phi \).

The error analysis presented here is done in the general framework of the methods developed in [29] and [9]. We consider only the case when \( a(x) \equiv 1 \). Let

\[ z(x) = u_h(x) - u(x), \quad x \in \omega \]
be the error of the finite difference method. Substituting \( u_h = z + u \) in (7) we obtain

\[
\mathcal{L}_h z = \psi - \mathcal{L}_h u \equiv \psi.
\]  

(21)

Then using (7)-(15) we transform \( \psi \) in the following form

\[
\sum_{j \in \Sigma(i)} \left[ \frac{1}{m(V_i)} \int_{\gamma_{ij}} (w, n) \, ds - w_{i,j} \right] + \sum_{j \in \Sigma(i)} \left[ \frac{1}{m(V_i)} \int_{\gamma_{ij}} (v, n) \, ds - v_{i,j} \right] \equiv \psi_{1,i} + \psi_{2,i} = \psi_i.
\]

We define the local truncation error in the following way:

\[
\eta_{k,j} = \frac{1}{m(\gamma_{ij})} \int_{\gamma_{ij}} (w, n) \, ds - \frac{m(V_i)}{m(\gamma_{ij})} w_{i,j},
\]

(22a)

\[
\mu_{i,j} = \frac{1}{m(\gamma_{ij})} \int_{\gamma_{ij}} (v, n) \, ds - \frac{m(V_i)}{m(\gamma_{ij})} v_{i,j}.
\]

(22b)

First we consider the term \((\phi_2, z)\). By the definition of the discrete inner product and \( \phi_2, z \) we have

\[
(\phi_2, z) = \sum_{i \in \omega} m(V_i) \phi_{2,i} z_i
\]

\[
= \sum_{i \in \omega} \sum_{j \in \Sigma(i)} \left[ \int_{\gamma_{ij}} (w, n) \, ds + m(\gamma_{ij}) k_{ij} \frac{u_j - u_i}{d(x_i, x_j)} \right] z_i
\]

We can regroup the terms (we call this nonuniform summation by parts) to get

\[
(\phi_2, z) = \frac{1}{2} \sum_{i \in \omega} \sum_{j \in \Sigma(i)} \left\{ \left[ \int_{\gamma_{ij}} (w, n) + m(\gamma_{ij}) k_{ij} \frac{u_j - u_i}{d(x_i, x_j)} \right] z_i \right.
\]

\[
+ \left[ \int_{\gamma_{ij}} (w, n) + m(\gamma_{ij}) k_{ij} \frac{u_i - u_j}{d(x_i, x_j)} \right] z_j \right\}
\]

\[
= -\frac{1}{2} \sum_{i \in \omega} \sum_{j \in \Sigma(i)} \left[ \int_{\gamma_{ij}} (w, n) + m(\gamma_{ij}) k_{ij} \frac{u_j - u_i}{d(x_i, x_j)} \right] [z_j - z_i]
\]

\[
= -\frac{1}{2} \sum_{i \in \omega} \sum_{j \in \Sigma(i)} d(x_i, x_j) m(\gamma_{ij}) \left[ \frac{1}{m(\gamma_{ij})} \int_{\gamma_{ij}} (w, n) - \frac{m(V_i)}{m(\gamma_{ij})} w_{i,j} \right] \frac{[z_j - z_i]}{d(x_i, x_j)}
\]

\[
= -\frac{1}{2} \sum_{i \in \omega} \sum_{j \in \Sigma(i)} d(x_i, x_j) m(\gamma_{ij}) \eta_{k,j} \frac{[z_j - z_i]}{d(x_i, x_j)}.
\]
By the Cauchy–Schwarz inequality follows
\[
(\phi_2, z) \leq \left( \sum_{x_i \in \omega, j \in \Omega(i)} m(\gamma_{ij}) d(x_i, x_j) \gamma_{ij}^2 \right)^{1/2} \left( \sum_{x_i \in \omega, j \in \Omega(i)} m(\gamma_{ij}) \frac{(z_j - z_i)^2}{d(x_i, x_j)} \right)^{1/2} 
\]
\[
\leq \|\eta\|_{L_\infty} \|z\|_{L_1}. 
\]
Here for convenience we denote with \(\|\eta\|_{L_\infty}\) the first sum above.
Likewise
\[
(\phi_1, z) \leq \|\mu\|_{L_\infty} \|z\|_{L_1}. 
\]
Summarizing these results and using Proposition 3 we obtain the following main result.

**Lemma 2** Let the Assumptions 1, 2 and 3 be satisfied. The error \(z(x) = u_h(x) - u(x), x \in \omega\) of UDS satisfies the a priori estimate
\[
\|z\|_{L_1} \leq C (\|\eta\|_{L_\infty} + \|\mu\|_{L_\infty}) 
\]
where the components \(\eta_{k,j}\) and \(\mu_{i,j}\) of the local truncation error are defined by (22) with approximate fluxes \(w_{i,j}\) and \(v_{i,j}\) determined by (13a), (15). The constant \(C\) in this estimate does not depend on \(h\) or \(z\).

In order to use the estimate (23) of Lemma 2 we have to bound the corresponding norms of the local truncation error components \(\eta_{k,j}\) and \(\mu_{i,j}\) defined by (22). These estimates are provided in the lemmas given below.

Consider one fixed face \(\gamma_{ij}\) and the prism \(e_{ij}\) with two faces through \(x_i\) and other faces are parallel to the straight line \((x_i, x_j)\) and go through the boundary of \(\gamma_{ij}\). Note that \(\gamma_{ij}\) is a convex polygon by construction.

**Lemma 3** Let the solution of the problem (1) be \(H^s\)-regular, \(\frac{3}{2} < s\), and the component of the local truncation error \(\eta_{k,j}\) be defined by (22a) with the approximate flux \(w_{i,j}\) determined by (13a). Then the following estimate holds:
\[
|\eta_{k,j}| \leq Ch^{s-d/2-1} |u|_{H^{s+1}} e_{ij}, \quad \frac{3}{2} < s \leq 2. 
\]

**Proof:** Consider the component \(\eta_{k,j}(u)\) for the UDS. Then
\[
\eta_{k,j}(u) = -\frac{m(V_i)}{m(\gamma_{ij})} w_{i,j} + \frac{1}{m(\gamma_{ij})} \int_{\gamma_{ij}} (W, n) ds 
\]
\[
= \frac{[u_j - u_i]}{d(x_i, x_j)} - \frac{1}{m(\gamma_{ij})} \int_{\gamma_{ij}} \frac{\partial u}{\partial n} ds 
\]
First we assume that \(x_{ij} \in \gamma_{ij}\). Using the imbedding of Sobolev spaces \(H^s(\Omega) \hookrightarrow C^{\alpha,\alpha}(\Omega), \alpha = s - d/2 > 0\) and \(H^s(\Omega) \hookrightarrow H^s(\gamma_{ij}), \chi = s - 1/2 > 1\) (cf. [1]) we
conclude that $\eta(u)$ is a bounded linear functional in $H^s(e_{ij})$, $3/2 < s$. It is easy to check that $\eta_{i,j}(u)$ vanishes if $u$ is a polynomial of first degree. Therefore, by the Bramble-Hilbert lemma argument [6] we get that

$$|\eta_{i,j}(u)| \leq Ch^{s-d/2-1} |u|_{s,e_{ij}}, \quad \frac{3}{2} < s \leq 2. \quad (25)$$

Next we consider the case when $x_{ij}$ is not in $\gamma_{ij}$ for a FV regular mesh, i.e., the Assumption 2 and in particular (6c) is satisfied. Denote with $\gamma$ a translation of $\gamma_{ij}$ such that $x_{ij} \in \gamma$. It is easy to see that

$$\left| \int_{\gamma} \frac{\partial u}{\partial n} ds - \int_{\gamma} \frac{\partial u}{\partial n} ds \right| \leq h^{d-1} ||u||_{s,e_{ij}}, \quad (26)$$

where $m(e_{ij}) \leq C m(\epsilon_{ij})$ and the constant $C$ does not depend on $h$ or $e_{ij}$. The contribution to the error of the term (26) is at most of order $h$, so we neglect it. \[\Box\]

**Lemma 4** Let the solution of the problem (1) be $H^s$-regular, $\frac{3}{2} < s$, and the component of the local truncation error $\mu_{i,j}$ be defined by (22b) with the approximate flux $v_{i,j}$ determined by (13b) and (15). Then the following estimate holds:

$$|\mu_{i,j}| \leq \begin{cases} Ch^{s-d/2} ||b||_{d/2+\alpha, \infty, e_{ij}} ||u||_{s,e_{ij}} & \text{for CDS}, \\ Ch^{1-d/2} ||b||_{d/2+\alpha, \infty, e_{ij}} ||u||_{s,e_{ij}} & \text{for UDS}, \end{cases} \quad (27)$$

where $\frac{d}{2} < s \leq 2$.

**Proof:** We consider two cases. For **UDS** suppose $\beta_{i,j} > 0$. Then

$$\mu_{i,j}(u) = \frac{1}{m(\gamma_{ij})} \int_{\gamma_{ij}} (b, n) u ds - \frac{1}{m(\gamma_{ij})} \beta_{i,j} u_i. \quad (28)$$

After the scaling is performed, the truncation error $\mu_{i,j}$ (28) simplifies to

$$\mu_{i,j}(a) = \int_{\gamma_{ij}} (b, n) a ds - \beta_{i,j} a_i. \quad (29)$$

Denote $l_1(\bar{b}, \bar{a}) = -\mu_{i,j}(\bar{a})$. We represent $l_1$ in the following way:

$$l_1(\bar{b}, \bar{a}) = \beta_{i,j} p_1(\bar{a}) + c(\bar{b}, \bar{a}) + \bar{a} q(\bar{b}),$$

where the linear functionals $p_1(\bar{a})$, $q(\bar{b})$ and the bilinear functional $c(\bar{b}, \bar{a})$ are defined by

$$p_1(\bar{a}) = a_i - \int_{\gamma_{ij}} a ds,$$

$$c(\bar{b}, \bar{a}) = \int_{\gamma_{ij}} [\beta_{i,j} - (\bar{b}, n)] [\bar{a} - a_i] ds,$$

$$q(\bar{b}) = \int_{\gamma_{ij}} [\beta_{i,j} - (\bar{b}, n)] ds.$$
It is easy to see that \( p_1(a) \) is bounded for \( a \in H^s(\epsilon_{ij}) \) and vanishes for constants. Using a variation of Bramble-Hilbert lemma argument (see [13]) we get

\[
|p_1(u)| \leq Ch^{1-d/2}(|u|_{1,\epsilon_{ij}} + h^{s-1}|a|_{s,\epsilon_{ij}}), \quad \frac{d}{2} < s \leq 2.
\]

Obviously \( c(\tilde{b},a) \) is a bilinear functional bounded for \((\tilde{b},a) \in (W^{1,\infty}(\epsilon_{ij}))^d \times H^1(\epsilon_{ij})\) and vanishes for \( r, s \) polynomials of zero degree, i.e., \( c(r,a) = 0 \) for \( a \in H^1(\epsilon_{ij}) \) and \( c(\tilde{b},s) = 0 \) for \( \tilde{b} \in (W^{1,\infty}(\epsilon_{ij}))^d \). Then by the bilinear variant of the Bramble-Hilbert lemma (see [8]) we have

\[
|c(b,u)| \leq Ch^{2-d/2}|b|_{1,\infty,\epsilon_{ij}}|u|_{1,\epsilon_{ij}}.
\]

And finally the linear functional is estimated by the assumption (12c)

\[
|q(b)| \leq Ch^{d+\alpha}|b|_{d/2+\alpha,\infty,\Omega}.
\]

Combining the estimates for \( p(\cdot), c(\cdot,\cdot) \) and \( q(\cdot) \) we get the first part of (27).

Similarly for CDS we define \( l_2(\tilde{b},a) = -\mu_{i,j}(a) \) and

\[
l_2(\tilde{b},a) = \tilde{\beta}_{i,j}p_2(a) + c(\tilde{b},a) + a,q(b),
\]

where the linear functional \( p_2(\cdot) \) is given by the formulae

\[
p_2(a) = [\alpha_ja_i + \alpha_i a_j] - \int_{\gamma_{ij}} a ds
\]

and \( q(\cdot) \) and \( c(\cdot,\cdot) \) are the same as above.

\( p_2(a) \) is bounded for \( a \in H^s(\epsilon_{ij}), \frac{d}{2} < s \) and vanishes for all polynomials of first degree. Hence

\[
|p_2(u)| \leq Ch^{s-d/2}|u|_{s,\epsilon_{ij}}, \quad \frac{d}{2} < s \leq 2.
\]

□

Now we are ready to prove the main result of this section.

**Theorem 2** If the solution \( u(x) \) of the problem (1) is \( H^s \)-regular, with \( \frac{d}{2} < s \leq 2 \) and the Assumptions 1, 2 and 3 are satisfied then UDS and CDS (when is stable) have \( O(h^{s-1}) \) rate of convergence in the \( H^1 \)-discrete norm, i.e.,

\[
\|u_h - u\|_{1,\omega} \leq Ch^{s-1}\|u\|_{s,\Omega},
\]
**Proof:** In Lemmas 3 and 4 we have proved the estimates for the components $\eta_{i,j}$ and $\mu_{i,j}$ of the local truncation error. Hence

$$
\|\eta\|_{*,\omega} = \left( \sum_{x_i \in \omega} m(\gamma_{ij}) d(x_i, x_j) \sum_{j \in \Xi(i)} \eta_{i,j}^2 \right)^{1/2}
\leq C \left( \sum_{x_i \in \omega} h^d \sum_{j \in \Xi(i)} h^{2s-d-2} |d_{i,j}^2| \right)^{1/2}
\leq C_1 h^{s-1} |u|_{s,\Omega}, \quad \frac{d}{2} < s \leq 2.
$$

In the same way we show that

$$
\|\mu\|_{*,\omega} \leq Ch^s \|b\|_{d/2+\alpha,\infty,\Omega} \|u\|_{s,\Omega}
$$
when CDS is used, and

$$
\|\mu\|_{*,\omega} \leq C (h^s \|b\|_{d/2+\alpha,\infty,\Omega} \|u\|_{s,\Omega} + h \|b\|_{0,\infty,\Omega} \|u\|_{1,\Omega})
$$
otherwise. This completes the proof. \(\square\)

### 6 Numerical results

In this section we present numerical experiments with several model problems on a domain $\Omega$ - a pentagon with a square hole inside. The coordinates of the pentagon vertices are $((0,0), (1,0), (1,1), (0,2), (-0,1))$ and the coordinates of the square hole are $((0.15,0.45), (0.85,0.45), (0.85,1.15), (0.15,1.15))$. The domain $\Omega$ is shown on Fig. 4 (with 336 mesh points). We choose such a domain to illustrate the flexibility of finite volume methods.

The Voronoi meshes are generated using the software product `triangle` and Fig. 4 is produced by `showme`. Both products are developed by J. R. Shewchuk [32]. `Triangle` is a Delauney triangulator and it provides only the control on the maximum area of the triangles. We used this option to generate six Delauney triangulations and their dual Voronoi meshes. Although this approach do not guarantee formally that the maximum area of Voronoi volumes will decrease four time on every successive level, we believe that this is true in asymptotic. The number of nodes increase roughly by four, at least in fourth, fifth and sixth triangulations. Note that the usual refinement by dividing every triangle into four equal triangles does not necessarily produce a Delauney triangulation.

The exact solution is chosen to be $u = x(1-x)y(1-y)$. The problems are:

**Problem 1 (Laplacian)**

$$
a(x) = 1, \quad b(x) = 0.
$$
Problem 2 (Diffusion dominated)
\[ a(x) = 1 + x^2 + y^3, \quad b_1 = (x+1)y, \quad b_2 = x + \sin(y). \]

Problem 3 (Convection dominated)
\[ a(x) = 10^{-2}, \quad b_1 = (1+x\cos(\alpha))\cos(\alpha), \quad b_2 = (1+y\sin(\alpha))\sin(\alpha), \quad \alpha = 15^\circ. \]

Problem 4 (Strongly convection dominated)
\[ a(x) = 10^{-5}, \quad b_1 = 1, \quad b_2 = 0. \]

In Table 1 we report the discrete \(L^2\) and \(H^1\)-norms of the error and the rate of convergence \(\beta\), i.e., \(h^\beta\). The results for problems 1 and 2 clearly show second order accuracy in \(L^2\)-norm and first order in \(H^1\)-norm. We observe some fluctuations that can be explained with geometrical irregularities or not exact decreasing of the area in consecutive triangulations mentioned above. (Compare with the results reported in [19]).

We point out that our theory for convection dominated case have to be considered as asymptotic, i.e., for sufficiently small \(h\). Results reported for problems 3 and 4 show first order in \(L^2\)-norm. For \(a = 10^{-2}\) the rate of convergence in \(H^1\)-norm increases with refinement of the mesh. For \(a = 10^{-5}\) this stage is still not reached, although the results show that the UDS is stable.
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Table 1: Discrete norms of the error and rate of convergence

<table>
<thead>
<tr>
<th>$N \backslash problem$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>$L^2$</td>
<td>4.947.10^{-3}</td>
<td>7.215.10^{-3}</td>
<td>3.166.10^{-2}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>2.634.10^{-2}</td>
<td>3.843.10^{-2}</td>
<td>1.690.10^{-1}</td>
</tr>
<tr>
<td></td>
<td>$H^1$</td>
<td>2.967.10^{-3}</td>
<td>1.750.10^{-2}</td>
<td>1.531.10^{-1}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>1.126</td>
<td>0.855</td>
<td>0.383</td>
</tr>
<tr>
<td>97</td>
<td>$L^2$</td>
<td>6.174.10^{-4}</td>
<td>8.178.10^{-4}</td>
<td>1.143.10^{-1}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>1.807</td>
<td>1.597</td>
<td>0.615</td>
</tr>
<tr>
<td></td>
<td>$H^1$</td>
<td>1.265.10^{-2}</td>
<td>1.420.10^{-2}</td>
<td>1.587.10^{-1}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>1.162</td>
<td>0.639</td>
<td>0.049</td>
</tr>
<tr>
<td>336</td>
<td>$L^2$</td>
<td>6.135.10^{-4}</td>
<td>1.758.10^{-4}</td>
<td>6.265.10^{-3}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>2.254</td>
<td>2.212</td>
<td>0.881</td>
</tr>
<tr>
<td></td>
<td>$H^1$</td>
<td>7.041.10^{-5}</td>
<td>8.062.10^{-5}</td>
<td>1.195.10^{-1}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>0.832</td>
<td>0.817</td>
<td>0.490</td>
</tr>
<tr>
<td>1202</td>
<td>$L^2$</td>
<td>6.359.10^{-5}</td>
<td>4.107.10^{-5}</td>
<td>3.267.10^{-3}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>0.214</td>
<td>0.208</td>
<td>0.925</td>
</tr>
<tr>
<td></td>
<td>$H^1$</td>
<td>3.511.10^{-3}</td>
<td>3.992.10^{-3}</td>
<td>9.507.10^{-2}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>1.017</td>
<td>1.014</td>
<td>0.324</td>
</tr>
<tr>
<td>4643</td>
<td>$L^2$</td>
<td>6.334.10^{-5}</td>
<td>1.171.10^{-5}</td>
<td>1.664.10^{-3}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>1.832</td>
<td>1.810</td>
<td>0.973</td>
</tr>
<tr>
<td></td>
<td>$H^1$</td>
<td>1.857.10^{-3}</td>
<td>2.111.10^{-3}</td>
<td>6.494.10^{-2}</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>0.919</td>
<td>0.919</td>
<td>0.544</td>
</tr>
</tbody>
</table>
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