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ABSTRACT

Optimal Order Preconditioners for Mixed and Nonconforming Finite Element
Approximations of Elliptic Problems with Anisotropy� �May �����

Serguei Maliassov� M�S�� Moscow Institute of Physics and Technology�
Ph�D�� Institute of Numerical Mathematics� Russia
Chair of Advisory Committee� Dr� Raytcho Lazarov

The general area of this thesis is preconditioning techniques for mixed and nonconforming 	

nite element approximations of elliptic boundary value problems� A special emphasis is placed
on problems in three dimensions with possibly large anisotropy in the coe�cients of the PDE�s
along with large jumps in the coe�cients across the interfaces separating subregions� The
optimal preconditioners developed exploit the techniques of domain decomposition methods�
algebraic substructuring� and multigrid methods� As a result� the proposed iterative processes
converge with rates independent of the mesh size� the jumps of the coe�cients� and the ratio
of anisotropy�

Using an equivalence between nonconforming 	nite element methods and hybrid
mixed
methods the iterative methods constructed for algebraic systems with symmetric positive
de	nite matrices are extended to saddle
point problems which arise from mixed 	nite element
approximations�

A new construction of iterative methods for nonconforming approximations of elliptic
PDE�s on nonmatching grids is proposed� The computational domain is considered as a
union of nonintersecting subdomains� In each subdomain the grid is constructed in accor

dance with its own coordinate system using the main directions of anisotropy� The original
elliptic problem is posed as a problem with Lagrange multipliers at the interface between
the subdomains� which ensure the continuity conditions of the solution� A mortar 	nite ele

ment subspace is constructed in the space of Lagrange multipliers� which results in algebraic
systems of a saddle
point type�

Based on the technique of domain decomposition and 	ctitious components methods a
construction of block diagonal preconditioners for the algebraic systems arising in the mortar
	nite element method is developed� The 	ctitious components method is used to precondition
subdomain problems� while the interface problems are preconditioned by an inner Chebyshev
iterative procedure� It is shown that the developed preconditioner is spectrally equivalent to
the original saddle
point matrix�

Applications of the newly developed iterative methods and preconditioning techniques are
considered� In particularly� these methods are applied in the simulator of uid ow in porous
media�
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CHAPTER I

INTRODUCTION

� All streams �ow into the sea yet the sea is never full�
To the place the streams come from� there they return again�

� All things are wearisome� more than one can say�
The eye never has enough of seeing� nor the ear its �ll of hearing�

The Holy Bible� Ecclesiastes� Chapter ��

The numerical modeling of physical processes has played an increasing role in solving sci

enti	c and engineering problems in recent decades� Numerical methods for large algebraic
systems play an essential role in the construction of e�cient codes for modeling in computa

tional uid dynamics� elasticity� and other core areas of continuum mechanics� For example�
even moderate resolution requirements for a relatively simple three
dimensional model of
groundwater ow result in algebraic systems with millions of unknowns� Many important
problems in science and engineering will require in the future much higher resolution than
available at the present time� The importance of the algebraic solvers has increased dramat

ically with the arrival of powerful computing systems� Also� they have become a cornerstone
in high performance computing� Therefore� the development of numerical methods for solving
the resulting very large algebraic systems e�ciently and with a�ordable computational cost
is a challenging problem in numerical mathematics�

Many physical processes are described by elliptic partial di�erential equations �PDE�� A
classical example of such PDE in a bounded domain � is� �div �Kru�� c �u � f � where c� f
are given functions� K�x� � fkijg is a symmetric and positive de	nite coe�cient matrix� and
the unknown function u is subject to certain boundary conditions�

This problem can be discretized in various ways� Among the most popular and frequently
used methods of approximation are the 	nite volume method� the Galerkin 	nite element
method and the mixed 	nite element method� Each of these methods has its advantages and
disadvantages when applied to particular engineering problems� For example� for petroleum
reservoir simulations in geometrically simple domains and heterogeneous media� the 	nite
volume method has proven to be reliable� accurate� and mass conserving cell
by
cell� Many
engineering problems� e�g�� petroleum recovery� ground
water contamination� seismic explo

ration� etc�� need an accurate ux q � �Kru calculation in the presence of heterogeneities�
anisotropy and large jumps in the coe�cient matrix K�x�� The mixed 	nite element method
proposed by Raviart and Thomas in ����� is known for its accurate ux approximation�

The mixed methods for second order elliptic equations have been extensively studied in
the last two decades� The popularity of these methods is due to the advantages they o�er in
solving problems from elasticity and uid ow� Namely� along with the direct approximation
of the ux q the mixed methods conserve mass locally element by element� A large variety
of mixed 	nite element spaces on triangles� rectangles� prisms� and tetrahedrons has been
proposed ����� ��� ��� ��� and their convergence and superconvergence properties have been
studied ����� ��� ��� ��� ����

�



� Introduction

As shown by Russell and Wheeler in ������ mixed 	nite element approximations on rect

angular grids with special quadratures are equivalent to 	nite volume methods� The super

convergent velocity calculations for smooth solutions have been established by Weiser and
Wheeler in ������ Based on that equivalence� Bramble et al� in ���� have developed e�cient
multigrid solution procedures for mixed approximations on structured grids� However� in
general the technique of the mixed 	nite element method leads to an algebraic saddle point
problem that is more di�cult and more expensive to solve compared to the problem with a
symmetric and positive de	nite operator� Although some reliable iterative algorithms for the
saddle point problems have been proposed and studied �see� e�g�� ���� ��� ��� ���� ������ their
e�ciency depends strongly on the geometry of the domain� the coe�cient matrix K�x�� and
the type of 	nite elements used�

An alternative approach can be taken by developing hybrid
mixedmethods� This approach
has been studied in the pioneering work of Arnold and Brezzi ��� where the continuity of the
normal component of the ux vector to the boundary of each element is enforced by Lagrange
multipliers� In general� the Lagrange multipliers on the element boundaries turn out to be
none other than the trace of the primary unknown u�x��

The important discovery of Arnold and Brezzi is that the hybrid
mixed method is equiva

lent to an approximation of the initial equation by the Galerkin method with nonconforming
	nite elements� Namely in ��� it is shown that the lowest
order Raviart
Thomas mixed element
approximations are equivalent to the usual P�
nonconforming 	nite element approximations
when the classical P�
nonconforming space is augmented with P�
bubbles� Such a relationship
has been studied recently for a large variety of mixed 	nite element spaces by Brenner� Chen�
Cowsar� Arbogast� and many others �see� e�g�� ��� ��� ����� The importance of this study is
that the algebraic system for the Lagrange multipliers has a symmetric and positive de	nite
matrix�

Once the discretization method has been chosen� the next problem to address is solving the
corresponding system of linear equations� which in general is very large� Today� in computer
simulation of real
life processes� systems with hundreds of thousands �and even millions� of
unknowns are usual and often encountered� Obviously� direct methods of solving such systems
are not practical even on the most powerful computers� As an alternative to direct methods
one should consider iterative methods�

The term �iterative method refers to a wide range of techniques that use successive
approximations to obtain more accurate solutions to a linear system at each step� The devel

opment of e�cient iterative methods for systems arising from 	nite element discretizations
of second
order partial di�erential equations has been a very active area of research over
the last few decades� The rate at which an iterative method converges depends strongly
on the spectrum of the coe�cient matrix� At present� iterative methods usually involve a
second matrix that transforms the coe�cient matrix into one with a more favorable spec

trum ���� ��� ��� ��� ����� This transformation matrix is called a preconditioner� The use
of a good preconditioner improves the convergence of the iterative method su�ciently to
overcome the extra cost of constructing and applying the preconditioner� Today� the suc

cess of 	nite element methods to a large extent is due to the existence of fast and robust
techniques for preconditioning and solving the corresponding discrete problems� Such e�

cient techniques for symmetric and positive de	nite matrices are well developed and studied
��� �� ��� ��� ��� ��� ��� ��� ��� ��� ���� �����

The equivalence between the hybrid
mixed and the nonconforming 	nite element methods
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establishes a framework for preconditioning and!or solving the algebraic problem arising
from the mixed 	nite element method and for postprocessing the 	nite element solution�
Schematically this framework includes the following three steps�

�a� forming the reduced algebraic problem for the Lagrange multipliers� which is equivalent
to a nonconforming approximation�

�b� construction and study of e�cient methods� based on multigrid� multilevel or domain
decomposition for solving or preconditioning the reduced system�

�c� recovery of the solution u�x� and the ux q from the Lagrange multipliers� which were
already found� by using only element
by
element computations�

The recent progress in each of the steps described above �see� e�g�� ��� ���� ���� ��� ����
gives us an indication that the mixed 	nite element method can be used as an accurate and
e�cient tool for solving general elliptic problems of second order in domains with complicated
geometry�

It follows that the most expensive part in solving the mixed problem numerically is to
	nd the solution of a P�
nonconforming problem� Thus� the �rst main objective of this
dissertation is the development and study of e�cient iterative techniques for nonconforming
	nite element approximations to boundary value problems of second
order self
adjoint linear
elliptic PDE�s� A special emphasis is placed on problems in three dimensions with a possibly
large anisotropy in the coe�cients� There is a variety of engineering applications where these
methods can be very useful� Among them are problems that arise in contaminant transport�
groundwater ow� and oil reservoir simulation� Other important applications are composite
materials� phase transitions� polycrystalline dielectrics� and polyphased uids�

Although the methods of solving the algebraic systems resulting from the nonconforming
approximations have been extensively studied in the past few years �see� e�g�� ��� ��� ��� ��� ���
������ their e�ciency depends on the coe�cient matrix K�x�� In the case of strong anisotropy
in the coe�cients the question of constructing e�ective solution techniques is still open�

In this dissertation we propose several preconditioners for P�
nonconforming 	nite element
approximations of anisotropic problems using ideas of substructuring proposed by Kuznetsov
in ����� These ideas make it possible to construct very e�cient preconditioning techniques for
problems with a high anisotropic ratio in the coe�cients in domains of simple form such as a
parallelepiped or a topological parallelepiped�

To construct the iterative methods for solving the anisotropic problems in domains of
complex geometric shape we consider numerical methods which involve a solution of analogous
problems in domains of relatively simple form� The known methods of such type are the
Schwarz alternating subdomain methods ���� ��� ��� ���� the 	ctitious components method
��� ��� ��� ���� and methods based on matrix bordering ���� ��� ��� ��� ��� ����� The methods
which are based on the partitioning of the initial domain into subdomains are called domain
decomposition methods �DD��

It is believed that the 	rst DD method was proposed by Hermann Schwarz ������ It was
originally used to show the existence of the solution of an elliptic boundary value problem on
domains that consist of the union of simple overlapping subdomains�

Recently� DD algorithms have become increasingly popular because they take full ad

vantage of modern parallel computing technology� DD methods make it possible to solve
the subdomain problems independently on di�erent processors while exchanging information
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between them only from time to time� DD methods have an advantage of �natural paral

lelization in comparison with any other e�ective method of solving elliptic boundary value
problems� Exhausting results of the development of DD algorithms in the last decade can be
found in the Proceedings of International Conferences on Domain Decomposition methods�
and also in numerous papers �see� e�g�� ���� ��� ��� ��� ��� ��� ���� ������

In general� the DD algorithms are based on variational methods for decomposing and
solving elliptic problems� Most of the applications use discretization grids which are de	ned
globally over the whole domain and then split into subdomains� In mechanics� this results in
a conforming approximation of the primary variable� However� it might be more convenient
and e�cient to use approximations which are de	ned independently on each subdomain�
This allows the user to make local and adaptive changes to the models� the approximation
strategies� or the grids in one subdomain without modifying the other ones� This� o� course�
is possible if there is an adequate way of imposing the continuity �possibly in a weak sense�
of both the uxes and primary variables across such nonconforming interfaces�

In the presence of discontinuities and anisotropies in various subdomains of the compu

tational domain� from a practical point of view it is attractive to have a local coordinate
system in each particular subdomain with its axes aligned with the main directions of the
anisotropy� However� this will require using di�erent grids in di�erent subdomains which
are de	ned independently and which do not match at the interfaces� This concept has been
considered in the mortar 	nite element method �see� e�g�� ���� ������ At present� there are
already several approaches to the iterative solution of 	nite element systems on nonmatching
grids� presented� for example� in ��� �� ��� ��� ���� Thus� the second objective of the disser

tation is the construction of an iterative method for algebraic systems that occur when using
nonmatching grids� The developed technique combines the ideas of the domain decomposi

tion method ���� ���� ���� with the algorithms of multilevel and algebraic multigrid methods
��� ��� ��� ����

The third objective of this dissertation is conducting numerical experiments to establish
experimentally the conclusions from the theoretical analysis of the algorithms considered and
to assess their e�ectiveness in terms of error reduction after a 	xed number of iterations� Also
the goal is to apply the newly developed iterative methods and preconditioning techniques to
real
life problems such as the simulation of uid ow in porous media �����

The dissertation is organized as follows�

In Chapter II we consider a second
order elliptic boundary value problem and its dis

cretization� It contains basic theoretical results concerning the di�erential problem and its
	nite element approximations� We begin in Section ��� with some de	nitions and results
about Sobolev spaces for scalar and vector functions� In Section ��� we introduce a model
elliptic problem and its discretization by the standard Galerkin 	nite element method� Then�
in Section ��� we discuss the lowest order Raviart
Thomas mixed method and provide clas

sical results concerning error estimates and properties of the discrete operators� Next� in
Section ���� we review the Arnold
Brezzi theory which takes advantage of an equivalent hy

brid formulation of the discrete mixed problem to reduce a symmetric inde	nite problem to
a positive de	nite one� The resulting problem is directly related to the P�
nonconforming
	nite element problem� Finally� in Section ��� we outline the classes of problems for which
we develop preconditioned iterative methods in the subsequent chapters�

In Chapter III we outline iterative techniques for solving systems of linear algebraic equa

tions with both symmetric positive de	nite and inde	nite matrices� For both kinds of systems
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in the next two chapters we develop e�cient preconditioners� First� we consider some basic
facts of the theory of iterative methods� Next� in Section ��� we give the formulae for the
preconditioned Lanczos method ���� as applied to the solution of systems with symmetric
inde	nite matrices and discuss the choice of preconditioners for saddle
point matrices� Then�
in Section ��� we discuss conjugate gradient type methods� Finally� in Section ��� we sketch
the theory of the Chebyshev ���� methods which we use in Chapter V�

The main results of the dissertation are contained in Chapters IV and V�

In Chapter IV we consider two
 and three
dimensional anisotropic problems with both
constant and almost constant matrix coe�cient K�x� in the domains of a simple shape�
Most of the theory developed in this chapter is based on the results published by the author
in ����� and in joint works with R� Ewing� R� Lazarov� Yu� Kuznetsov� and Z� Chen in
���� ��� ��� ��� ����

In the 	rst section ��� we describe the idea of algebraic substructuring which we use
to construct preconditioners� In Section ��� we consider a two
dimensional problem with
a diagonal matrix coe�cient K�x�� A detailed description of the algebraic substructuring
preconditioners for three
dimensional problems is given in Sections ��� and ���� We formulate
the model problem with a diagonal tensor� develop an algebraic substructuring preconditioner
for the resulting linear system� and give an implementation algorithm� In Section ��� we de	ne
the partition of the whole domain� subdividing it into topological parallelepipeds and splitting
each parallelepiped into six tetrahedra� The case of splitting each topological parallelepiped
into �ve tetrahedra when K�x� is a diagonal tensor is considered in Section ���� In Section
��� we consider the case of full tensor function K�x� and domain � being a topological
parallelepiped and develop a variant of the 	ctitious components method for anisotropic
problems�

In Chapter V we present a construction of a domain decomposition method for solving
systems of grid equations approximating boundary value problems for second order elliptic
problems with anisotropic coe�cients� We consider problems for which the computational

domain � is a union of nonoverlapping subdomains � �
m�
i��

�i such that inside each �i

the equation coe�cients vary insigni	cantly� We develop two di�erent methods for the non

conforming approximations of anisotropic problems� This chapter is based on the results
published in ���� ����

In Section ��� we consider a variant of the block bordering method ���� ��� for the
anisotropic problem� This algorithm uses the preconditioner developed in Chapter IV for
the problems in subdomains� For the interface problems we construct a preconditioner in the
form of an inner Chebyshev iterative procedure� More precisely� this is a preconditioner for
the Schur complement of the original symmetric positive de	nite matrix� which is obtained
after eliminating the block corresponding to the unknowns in the subdomains�

This approach combines the ideas of domain decomposition methods ���� ��� ��� ���� ����
and the algorithms of multilevel and algebraic multigrid methods ��� ��� ��� ���� with the
bordering method for solving systems of mesh equations�

In Section ��� we propose iterative methods for solving systems of linear equations which
arise in nonconforming 	nite element approximations of elliptic PDE�s on nonmatching grids�
More precisely� we use the technique of mortar 	nite elements �see� e�g�� ��� �� ��� ��� ���� ������
The mortar element method is an optimal nonconforming domain decomposition method for
the discretization of partial di�erential equations which provides for a maximum of mesh�
re	nement� and resolution exibility while simultaneously preserving locality and elemental
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structure�
Using the results of Section ���� in each subdomain we construct its own coordinate system

and grid �triangular in �
D and tetrahedral in �
D� in accordance with the main directions
of anisotropy� so that the coe�cient matrix is diagonal in the local coordinates� The original
elliptic problem is posed as a problem with Lagrange multipliers at the interfaces between
subdomains� A mortar 	nite element subspace is constructed in the space of Lagrange multi

pliers� The resulting algebraic systems have the form of a saddle
point problem� The iterative
method involves a block diagonal preconditioner with the inner Chebyshev iterative procedure
and the preconditioned Lanczos method as an outer iterative procedure�

Chapter VI is devoted to the applications of the theory developed in Chapters IV and
V� We present the results from numerical experiments that illustrate this theory and apply
it to the real
life problem of modeling uid ow in porous media� In Section ��� we provide
experiments for substructuring methods and the 	ctitious component method developed in
Chapter IV� In Section ��� we consider experiments with the domain decomposition method
on matching and nonmatching grids illustrating the theory of Chapter V� Finally� in Section
��� we consider an application of the Lagrange multiplier approach described in Chapter II
to modeling the uid ow in porous media�

In Chapter VII we summarize the results of the research presented for the defense�



CHAPTER II

DIFFERENTIAL AND FINITE ELEMENT PROBLEMS

In this chapter we consider a second
order elliptic boundary value problem and its dis

cretization� It contains basic theoretical results concerning di�erential problems and 	nite
element approximations�

The chapter is organized as follows� We begin in Section ��� with some basic de	nitions
and useful results about Sobolev spaces for scalar and vector functions� In Section ��� we in

troduce the elliptic model problem and the corresponding discrete system using the standard
Galerkin 	nite element method� Then� in Section ��� we discuss the lowest
order Raviart

Thomas mixed method and provide classical results concerning error estimates and properties
of discrete operators� This formulation is useful in applications for which accurate approxi

mation to the ux variable of the elliptic problem is required and where the solution �of the
elliptic problem� is not su�ciently smooth� This is the case where there are highly discon

tinuous or anisotropic coe�cients� Next� in Section ���� we review the Arnold
Brezzi theory
which takes advantage of an equivalent hybrid formulation of the discrete mixed problem to
reduce a symmetric inde	nite problem to a positive de	nite one� The resulting problem is
directly related to the nonconforming P� 	nite element problem� Finally� in Section ��� we
formulate algebraic problems for which we develop preconditioned iterative methods in the
subsequent chapters�

��� Sobolev spaces

Sobolev spaces play a fundamental role in studying partial di�erential equations� These spaces
are very natural and often are used in analysis of scienti	c and engineering problems because
norms in some such spaces have a sense of the energy of considered systems� Also� the exis

tence of generalized solutions for many elliptic boundary problems is easily established using
variational principles in some Sobolev spaces� The existence of classical solutions is accord

ingly transformed into the question of regularity of generalized solutions under appropriate
boundary conditions� In the last decades Sobolev spaces have become very important in nu

merical analysis� They are used to answer questions related to the well
posedness of discrete
systems and approximation properties of discrete solutions� or how close the discrete solution
is to that of the continuous problem� In this dissertation the main use of Sobolev space theory
is to analyze preconditioners for discrete systems�

Many elliptic boundary value problems arising in practice are formulated in domains�
which are simple but not smooth� In 	nite element analysis� for instance� domains are very
often composed of polyhedra� In domain decomposition methods we also encounter polyhedral
substructures� Thus� it is natural to introduce Sobolev spaces for the class of Lipschitz

domains�

Let D denote a domain� i�e� an open connected set� in IRd� d � �� �� In later chapters D
can be the whole region �� a substructure �i� or a 	nite element � �

�
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De�nition ��� �Lipschitz domain� Let D be an open subset of IRd� D is a Lipschitz do�

main if for every x � �D there exist a neighborhood O � IRd of x and a map � from O onto

an open unit cube C � fj�ij � �� i � �� � � � � dg such that

�A� � is injective�

�B� � together with ��� �de�ned on C� is Lipschitz continuous�
�C� D�O � fy � D � �d � ���y��d � �g� where ���y��d denotes the d�th component of ��y��

A consequence of �C� is that the boundary �D is de�ned locally by the equation ���y��d � ��

We remark that if D is a bounded Lipschitz domain� we can select a 	nite number of pairs
�Oi� �i�� i � �� � � � �M � to cover a neighborhood of �D�

De�nition ��� �L��D�� Let u be a Lebesque measurable function and let D be a domain in

IRd� The Hilbert space L��D� is de�ned by the norm

kuk�L��D� �
Z
D
u� dx�

De�nition ��� �H��D�� Let D be a domain in IRd� The Sobolev space H��D� is de�ned by

the seminorm

juj�H��D� �
Z
D
ru � ru dx�

and the norm

kuk�H��D� � juj�H��D� �
�

R�
D
kuk�L��D��

where RD is a diameter of D� Here ru has to be understood in the distributional sense�

The scale factor RD is obtained by a change of variables beginning with the standard
de	nition of the norm for a domain with unit diameter�

De�nition ��� �Hs�D�� � � s � �� Let D be a domain in IRd� The fractional order Sobolev

space Hs�D�� � � s � �� is de�ned as the space of all u � L��D� such that

juj�Hs�D� �
Z
D

Z
D

ju�x� � u�y�j�
jx� yjd��s dx dy �� �����

with the norm

kuk�Hs�D� � juj�Hs�D� �
�

R�s
D
kuk�L��D��

For a bounded Lipschitz domain D it can be shown ��� ��� ��� that the space Hs�D� is a
completion of the space C��D� �or C�� "D�� with respect to the norm k � kHs�D�� The space
C��D� consists of the in	nitely continuously di�erentiable functions de	ned in D� The space
C�� "D� � C��D� is the restriction of C��IRd� into "D�

For a domain D the space Hs
��D� � Hs�D� is de	ned as the completion of C�

� �D� with
respect to k � kHs�D�� Here the space C�

� �D� is the subspace of C��D� of functions with
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compact support in D� For a bounded Lipschitz domain it can be shown ���� that Hs�D� �
Hs

��D�� for � � s � ����

Next� we state a lemma which makes it possible to extend results from a d
dimensional
cube or a smooth domain to a bounded Lipschitz domain�

Lemma ��� Let D� and D� be bounded domains� and let � be a bi�Lipschitz map from "D� to
"D�� Then� for u � Hs�D��� � � s � ��

c�ju � �jHs�D�� � jujHs�D�� � c�ju � �jHs�D���

The proof of this lemma for s � �� � can be found in ����� For an intermediate s it can be
proved using explicit presentation ����� �see� e�g�� ������

We shall need Sobolev spaces on manifolds such as �D or an open subset # � �D� Let
D be a bounded Lipschitz domain in IRd� Then an outward vector normal to �D is de	ned
almost everywhere with respect to a hypersurface measure dS ����� This measure is uniquely
de	ned in terms of the d
dimensional Lebesque measure dx and �D� For domains with a
piecewise smooth boundary dS coincides with the standard notion of surface area�

De�nition ��	 �kukL��	�� Let D be a bounded Lipschitz domain and # be an open subset of

�D� Let u be a measurable function with respect to the hypersurface measure dS� The Hilbert
space L��#� is de�ned by the norm

kuk�L��	� �
Z
	

u� dS� �����

We introduce now the concept of trace maps� We have an obvious de	nition of boundary
values� or trace on �D� for functions in C�� "D�� These maps can be generalized to functions
in H��D� for a bounded Lipschitz region D ���� ����

Lemma ��� �Trace and Extension theorem�Let D be a bounded Lipschitz domain� The

trace map 	 � u	 uj�D� de�ned for C�� "D�� has a unique continuous extension from H��D�
onto H�����D�� This operator has a right continuous inverse�

Using this de	nition of the map 	 we can introduce a seminorm for the space H�����D��

De�nition ��
 �H����#�� Let D be a bounded Lipschitz domain in IRd� Let u be a square

integrable function with respect to the hypersurface measure dS� We de�ne the norm and
seminorm for the space H�����D� by

jujH�����D� � inf
v�H��D�� �v�u

jvjH��D�� �����

and

kuk�H�����D� � juj�H�����D� �
�

RD
kuk�L���D�� �����

respectively�

We now introduce spaces that are used in the mixed formulation of elliptic problems�
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De�nition ��� �H������D�� The dual space of H�����D� is denoted by H������D� and is

a Hilbert space with the norm

kukH������D� � sup
v�H�����D�

� u� v 
�D
kvkH�����D�

�

where � �� � 
�D is the duality pairing between H�����D� and H������D��

De�nition ��� �H�div �D�� The space H�div �D� is de�ned by

H�div �D� �

�
p � fpigdi�� �

�
L��D�

�d
� divp � L��D�

�

and is a Hilbert space with the usual graph norm

kpk�H�div
D� �
dX
i��

kpik�L��D� � kdiv pk�L��D��

Since for a Lipschitz domain the unit normal n to the boundary �D is de	ned almost
everywhere� for a smooth vector function p in D the normal component p �n is de	ned almost
everywhere on �D� The following lemma extends the notion of the normal component to
functions in H�div �D��

Lemma ��� �Trace and Extension theorem for H�div �D�� Let D be a bounded Lips�

chitz domain� The trace map 	n � p 	 pj�D� de�ned a priori from
�
H����

�d
into L���D��

has a unique continuous extension from H�div �D� onto H������D�� As a consequence� the
following characterization of the norm for functions � � H������D� is valid�

k�kH������D� � inf
p�H�div
D�� p�n��

kpkH�div
D�� �����

A demonstration of the 	rst part of this theorem can be found in ������ The character

ization of the norm was given in ������ To avoid� whenever possible� working in this space
H������D� which contains all the functions of L���D�� we de	ne� with the aid of Lemma ����
the space

H�div �D� �
n
p � H�div �D� � p � n � L���D�

o
� �����

which is a Hilbert space with norm

kpk�H�div
D� � kpk�H�div
D� � kp � nk�L���D��

Then� we have Green�s formula�

Lemma ��� �Greens Formula� Let D be a bounded Lipschitz domain� Let p � H�div �D��
Then� Z

D
�rv � p� v divp� dx �

Z
�D

v �p � n� dS� 
v � H��D�� �����

The following abstract lemma ���� ��� allows us to show well
posedness of certain elliptic
problems�
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Lemma ��	 �Lax�Milgram Lemma� Let B be a bilinear form on a Hilbert space H� As�

sume that B is bounded

jB�w� v�j � C � kwkH � kvkH� 
w� v � H
and coercive� i�e� there exists a � 
 � such that

B�v� v� � �kvk�H� 
v � H�
Then� for every bounded functional f � H� there exists a unique element uf � H such that

B�uf � v� � f�v�� 
v � H�
and

kufkH � �

�
kfkH� �

The counterpart of the Lax
Milgram Lemma for certain saddle
point problems is given by
�cf� Brezzi and Fortin �����

Lemma ��
 �Babuska�Brezzi Lemma� Let V and Q be Hilbert spaces with the norms

k �kV and k �kQ� respectively� Let a��� �� be a continuous bilinear form on V �V and b��� �� be a
continuous bilinear form on V �Q� Let us de�ne an operator B � V 	 Q� by �Bp� v� � b�p� v�
for all p � V and v � Q� and assume that the range of B is closed in Q�� i�e� there exists a

constant � 
 � such that

sup
p�V

b�p� v�

kpkV � �kvkQnKer BT � �

�
inf

v��Ker BT
kv � v�kQ

�
�
v � Q� �����

Let us also suppose that the operator de�ned by the bilinear form a��� �� is elliptic on Ker B�
i�e� there exists a constant � 
 � such that�			


			�
inf

q��Ker B
sup

p��Ker B

a�q��p��

kq�kV � kp�kV � ��

inf
p��Ker B

sup
q��Ker B

a�q��p��

kq�kV � kp�kV � ��
�����

Then the problem� �nd �p� u� � V �Q such that�
a�p�q� � b�q� u� � g�q�� 
q � V�

b�p� v� � f�v�� 
v � Q�
������

has a solution �p� u� for any g � V � and for any f � Im B� The �rst component p is unique

and the second component u is de�ned up to an element of Ker BT � Furthermore�

kpkV � �

�
kgkV � �

�

�


� �

kak
�

�
kfkQ� � ������

and

kukQnKer BT � �

�


� �

kak
�

�
kgkV � �

kak
��


� �

kak
�

�
kfkQ� � ������

We note that the conditions ����� and ����� of this Lemma are not only su�cient but also
necessary for the existence of a solution �cf� Brezzi ������
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��� Elliptic problem

In this section we formulate a model elliptic problem� give its weak formulation� and introduce
the standard Galerkin 	nite element discretization�

����� Formulation of the problem

Let � be a convex bounded domain in IRd� d � �� �� with boundary ��� Consider an elliptic
problem

�div �Kru� � f in ��
u � � on #��

�Kru�n� � � on #��
������

where f�x� � L����� #� � #� � ��� #� � #� � � and #� is a nonempty closed subset of ���
i�e� #� � #� �� � We assume that K�x� is a d � d symmetric� uniformly positive de	nite
matrix
valued Lebesque measurable function bounded above on � such that

� � �minj�j� � �TK�x�� � �maxj�j� 
� � IRd a�e� x � �� ������

Note that approaches considered in the dissertation are valid also for the case of the
Neumann problem� i�e� #� �  but for the sake of simplicity are not described here�

Let us consider a space V���� � fv � H���� � v � � on #�g� and de	ne a bilinear form
a��� �� by

a�u� v� � �K ru�rv�� u� v � V����� ������

where ��� �� denotes the L���� inner product� Then the usual weak formulation of ������ in
V���� is� given f � L���� �nd u � V���� such that

a�u� v� � �f� v�� 
v � V����� ������

This problem is uniquely solvable� It can be shown by checking the hypothesis of the
Lax
Milgram Lemma with H � V���� and k � kH � k � kH�����

The boundedness is obtained by

a�w� v� � �maxjwjH���� � jvjH���� � �maxkwkH���� � kvkH�����

The coercivity is obtained by using Friedrich�s inequality for the space V�����

a�v� v� � �minjvj�H���� � c����minkvk�H���� 
v � V�����

Hence� the solution u of ������ satis	es

kukH���� � C���
kfkH�����

�min
� C���

kfkL����
�min

� ������

����� Galerkin �nite element method

Now we outline the Galerkin 	nite element method for problem ������� First� we introduce
a conforming quasi
uniform triangulation of � ���� by dividing the domain into simplicesn
�hi

oM
i��

� with diameters of order h� In this dissertation we will consider as simplices either
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triangles in IR� or tetrahedra in IR�� We denote this triangulation by Th� The collection of
simplex vertices belonging to "� n #� we denote by fxigNi���

Let V h��� be the 	nite element space of continuous piecewise linear functions de	ned on
the triangulation Th� and let V h

� ��� be the subspace of V h��� of functions which vanish on
#��

The 	nite element approximation to the solution u of problem ������ is given by� �nd

uh � V h
� ��� such that

a�uh� v� � �f� v�� 
v � V h
� ���� ������

The well
posedness of problem ������ follows directly from the Lax
Milgram Lemma� We
also have a stability result as in ������ with a constant independent of the mesh size h�

Let a set of functions f�i�x�gNi�� be a nodal basis for V h
� ���� Then� every function v �

V h
� ��� is represented by v�x� �

PN
i�� vi�i�x�� The choice of the basis in V h

� ��� induces a
one
to
one correspondence between the functions from V h

� ��� and the vectors of the linear
space IRN � Thus� ������ becomes

NX
i��

uia��i� �j� � �f� �j�� j � �� � � � � N�

or in matrix presentation
Au � f � ������

where Aji � a��i� �j�� fj � �f� �j�� i� j � �� � � � � N �
Note� that the symmetric and positive de	nite matrix A can also be de	ned by an expres


sion�
�Au�v� � a�u� v�� 
u� v � V h

� ���� ������

where the vectors u and v correspond to the 	nite element functions u and v� respectively�

��� Saddle�point problem

����� Motivation

Many engineering problems� e�g�� petroleum recovery� ground
water contamination� seismic
exploration� etc�� need very accurate ux q � �Kru calculation in the presence of hetero

geneities� anisotropy and large jumps in the coe�cient matrix K�x�� Here u is the solution
of an elliptic problem with the coe�cient K� More accurate and direct approximation of the
velocity can be achieved through the use of the mixed 	nite element method ����� ����

First� we introduce a new independent variable q and rewrite problem ������ in the form�

q�Kru � � in ��
divq � f in ��

u � � on #��
��q�n� � � on #��

������

The mixed 	nite element method is based on the approximation of the weak form of this
	rst
order system� Along with the direct approximation of the ux q� mixed methods have
another advantage in comparison with other methods $ they conserve mass locally element
by element�
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����� Mixed method

Assume that f � L����� It is easy to see that if u is the solution of ������ then

q � �Kru � H�div � ��� ������

Now we use Green�s formula ����� and the argument that H�div � �� is dense in H�div � �� to
see that �q� u� is a solution of the following mixed formulation of �������

�nd �q� u� � H�div � ��� L���� such thatZ
�

K��q � p dx�
Z
�

u divp dx � �� 
p � H�div � ���

�
Z
�

v divq dx � �
Z
�

f v dx� 
v � L�����
������

We show the well
posedness for problem ������ by checking the hypothesis of Lemma ���
with Q � L����� V � H�div � ��� and

a�q�p� �

Z
�

K��q � p dx� b�q� v� � �
Z
�

v divq dx� ������

Using the de	nition of B we have

Ker B � fp� � H�div � �� � divp� � �g� ������

We also have
Im B � L����� ������

To show ������ we have to show that for every f � L���� there exists a p � H�div � �� such
that Bp � f � Indeed� in the 	rst step we 	nd w � V���� such thatZ

�

rw � r� dx �

Z
�

f� dx� 
� � V�����

and then� set p � rw�
Using ������ we easily obtain that Ker BT � ��
We also obtain kak � ���min since for any p�q � H�div � �� we have

a�p�q� � �

�min
kpkL����kqkL���� �

�

�min
kpkH�div
��kqkH�div
���

We obtain an estimation � � ���max since

inf
q��Ker B

sup
p��Ker B

a�q��p��

kq�kV kp�kV � inf
q��Ker B

a�q��q��

kq�kV kq�kV
� inf

q��Ker B

a�q��q��

kq�kL����kq�kL����
� �

�max
�

To show that � � C���� 
 �� we 	rst note that

sup
p�V

b�p� v�

kpkV � b��� v�

k�kV �
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where � � rw� and w is the solution of the problemZ
�

rw � r� dx �

Z
�

� v� dx� 
� � V�����

From Schwarz and Poincar%e inequalities we have

krwk�L���� � kwkL����kvkL���� � C����krwkL����kvkL�����

So� using the estimate krwkL���� � C����kvkL����� we obtain

b��� v�

k�kV �
� R

� v div � dx

k�kV �

R
� v

� dx

krwkH�div
��
�

R
� v

� dx

�k&wk�L���� � krwk�L��������

�

R
� v

� dx

�kvk�L���� � krwk�L��������
� C����

R
� v

� dx

kvkL����
� C����kvkL�����

Using the bounds for kak� �� and � in ������ and ������� we obtain

kqkH�div
�� � C����
�max

�min
kfkL����� ������

and

kukL���� � C����
�max

��min

kfkL����� ������

Remark ��� Estimate ������ can be recovered from ������� We only use the fact that the
solution �q� u� of ������ is unique and satis	es relation ������� We note� however� that we must
use the technique presented above to derive the estimates analogous to ������ and ������ with
constants independent of h for the discrete mixed problem�

Remark ��� Problem ������ also can be viewed as the Euler
Lagrange equation of the fol

lowing saddle
point problem�

inf
p�H�div
��

sup
v�L����

�
��

�

Z
�

K��p � p dx�

Z
�

fv dx�

Z
�

v divp dx

�
A � ������

����� Discrete mixed problem

Here we consider a discretization of the mixed problem ������ in 	nite dimensional subspaces of
H�div � ���L���� belonging to the Raviart
Thomas family of spaces ������ In this dissertation
we consider only the lowest�order Raviart
Thomas space�

Using the simplicial �triangular or tetrahedral� triangulation introduced in Section ������
	rst� we de	ne the lowest
order Raviart
Thomas velocity space on a single simplex� For
simplicity we consider only the case of a �
dimensional domain� The de	nition of a velocity
space in the �
dimensional case is analogous and much simpler� We use these spaces on each
simplex to de	ne the lowest
order Raviart
Thomas space on the whole domain�
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Let '� be the unit reference tetrahedron with vertices

'a� � ��� �� ��� 'a� � ��� �� ��� 'a� � ��� �� ��� 'a� � ��� �� ���

The lowest
order Raviart
Thomas velocity space on '� is de	ned by

RT �
���'�� �

�	

	�p � p �

�
�� a��
b��
c��

�
��� d��

�
�� 'x

'y
'z

�
��
�	�
	� �

Let Th be a triangulation� as before� of the �
dimensional domain �� For a tetrahedron
� � Th with vertices a�� a�� a�� and a�� we de	ne an invertible� a�ne linear map F� � � 	 '� �
such that F� �ai� � 'ai� i � �� � � � � �� Here� F� � B� 'x�b� � where B� is a ��� invertible matrix
and b� � IR�� For any scalar function 'v de	ned on '� �respectively� on �'� �� we associate the
function v de	ned on � �respectively� on ��� by

v � 'v � F��� � 'v � v � F� �

and for any vector
valued function 'p de	ned on '� � we associate the function p on � by

p �
�

det�B� �
B� 'p � F��� � 'p � det�B� �B

��
� p � F� � ������

The choice of transformation ������ is based on the following identities�Z
��

'v div 'p d'x �

Z
�

v divp dx� 
'v � L��'��� 
'p � �H��'� ���� ������

and Z
���

'v 'p � 'n d 'S �

Z
��

v p � n dS� 
'v � L��'� �� 
'p � �H��'����� ������

The space RT ������ is de	ned by

RT �
����� �

�

det�B� �
B�RT

�
���'� � � F��� � ������

It is easy to show that RT ������ consists of linear vector functions which have a constant
normal component on the faces of � �

We introduce the following Raviart
Thomas spaces

RT ����Th� �
n
p � p � �L�������pj� � RT ������ 
� � Th

o
�

Vh � RT �
� �Th� �

n
p � p � RT ����Th�� the normal component of p

is continuous across the interelement boundaries
o

Wh �M����Th� �
n
v � v � L����� vj� � c� 
� � Th

o
�

������

Here� c� is a constant that depends only on the element � � It is easy to check that Vh �
RT ����Th� �H�div � �� and� consequently� Vh � H�div � ���

The lowest
order Raviart
Thomas mixed element method is given by�
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�nd �qh� uh� � Vh �Wh such that

�				

				�

Z
�

K��qh � ph dx�
Z
�

uh divph dx � �� 
ph � Vh�

�
Z
�

vh divqh dx � �
Z
�

f vh dx� 
v �Wh�
������

Let f�igni�� and f�gmj�� be nodal bases of 	nite element spaces Vh and Wh� respectively�
Then every pair �qh� uh� � Vh �Wh can be represented in a form� qh �

Pn
i�� qi�i� and

uh �
Pm

j�� uj �j� The choice of bases in these spaces induces a one
to
one correspondence
between the functions qh � Vh� uh � Wh� and the vectors of linear spaces q � IRn� u � IRm�
respectively� In this basis the mixed problem ������ is represented in the matrix form�

�
Ah BT

h

Bh �

� �
q
u

�
�

�
�
f

�
� ������

where Ah is a symmetric positive de	nite matrix with �Ah�ij �
R
�K

���i ��j dx and Bh is
an approximation of the divergence map which is given by �Bh�ij � � R

� �jdiv�i dx�

System ������ is a saddle
point problem� The matrix of this system is symmetric but in

de	nite� For this reason many e�cient� robust� and fast iterative methods �e�g�� the conjugate
gradient method� cannot be used to solve problem �������

We again use Babuska
Brezzi Lemma ��� to show well
posedness for the discrete problem
������� We show that stability results ������ and ������ are uniform in h� The spaces Q and
V are given by Q � Wh� V � Vh� and the bilinear forms a��� �� and b��� �� are given by �������

We 	rst note that the discrete divergence�free space Ker Bh is divergence�free in the sense
of L����� i�e�

Ker Bh � Ker B � fp� � H�div � �� � divp� � �g � ������

To show ������ we reduce the problem to one on the reference element� Using the structure
of the space Wh it is easy to see that

Z
�

vh �divph� dx � �� 
vh �Wh �M����Th��

mZ
�

vh �divph� dx � �� 
vh �M�
����� 
� � Th�

Using ������ we have for any � � Th�Z
�

vh �divph� dx � � ��
Z
��

'vh �div 'ph� d'x � ��

We now set 'vh � div 'ph to obtain div 'ph � � in '� � which implies that divph � � in ��

Using the same ideas as in the continuous case� we have kak � ���min�

Using ������ and the same ideas as in the continuous case� we obtain � � ���max�

To show that � � c��� 
 �� with c��� independent of h� we use the same ideas as the
continuous case and the following lemma�
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Lemma ��� For any function vh �Wh there exists a function ph � Vh such that divph � vh
in �� and kphkH�div
�� � C���kvhkL�����
The proof of this lemma is given in Raviart and Thomas ����� ����� The arguments in �����
are for the two
dimensional case and they can be extended straightforwardly to the three

dimensional case�

��� Nonconforming formulation

����� Motivation

The mixed methods for second
order elliptic equations have been extensively studied in the
last two decades� A large variety of mixed 	nite element spaces on triangles� rectangles�
prisms� and tetrahedrons have been developed ����� ��� ��� ��� and their convergence and
superconvergence properties have been investigated ����� ��� ��� ��� ���� As shown by Russell
and Wheeler in ������ the mixed 	nite element approximations with special quadratures on
rectangular grids are equivalent to the 	nite volume methods� The superconvergent veloc

ity calculations for smooth solutions has been established by Weiser and Wheeler in ������
Based on that equivalence� Bramble et al� in ���� have developed e�cient multigrid solution
procedures for mixed approximations on structured grids� However� in general the technique
of the mixed 	nite element method leads to an algebraic saddle
point problem that is more
di�cult and more expensive to solve than the problem with a symmetric and positive de	nite
operator� Although some reliable preconditioning algorithms for these saddle
point problems
have been proposed and studied �see� e�g�� ���� ��� ��� ���� ������ their e�ciency depends
strongly on the geometry of the domain� the coe�cient matrix K�x�� and the type of the
	nite elements used�

An alternative approach can be taken by developing hybrid
mixedmethods� This approach
has been studied in the pioneering work of Arnold and Brezzi ��� where the continuity of the
normal component of the ux vector to the boundary of each element is enforced by Lagrange
multipliers� In general� the Lagrange multipliers on the element boundaries turn out to be
none other than the trace of the primary unknown u�x��

The important discovery of Arnold and Brezzi is that the hybrid
mixed method is equiv

alent in application to ������� the Galerkin method with nonconforming 	nite elements�
Namely� in ��� it is shown that the lowest
order Raviart
Thomas mixed 	nite element ap

proximations are equivalent to the usual P�
nonconforming 	nite element approximations
when the classical P�
nonconforming space is augmented with P�
bubbles� Such a relation

ship has been studied recently for a large variety of mixed 	nite element spaces �see� e�g��
��� ��� �����

The equivalence between the hybrid
mixed and the nonconforming 	nite element methods
establishes a framework for preconditioning and!or solving the algebraic problem and for
postprocessing the 	nite element solution� Schematically this framework includes the following
three steps�

�a� forming the reduced algebraic problem for the Lagrange multipliers� which is equivalent
to a nonconforming approximation�

�b� construction and study of e�cient methods� based on multigrid� multilevel or domain
decomposition for solving or preconditioning the reduced system�
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�c� recovery of the solution u�x� and the ux q from the Lagrange multipliers� which were
already found� by using only element
by
element computations�

The recent progress in each of the steps described above �see� e�g�� ����� ���� ���� gives us an
indication that the mixed 	nite element method can be used as an accurate and e�cient tool
for solving general elliptic problems of second
order in domains with complicated geometry�

In this dissertation we use the Arnold
Brezzi ��� theory and construct several precondi

tioners for nonconforming P� 	nite element approximations ���� ��� ��� ��� ��� ��� �see also
Chapters IV and V of this dissertation��

����� Hybrid�mixed formulation

Let Fh be the set of faces e of simplices � � Th� and let F�
h be the set of those faces e which

are on the Dirichlet boundary #�� F�
h � fe � Fh � e � #�g� and F�

h � Fh n F�
h �

The property Vh � H�div � �� says that the normal components of the members of Vh are
continuous across the interior boundaries in F�

h � Following ���� we skip this requirement on
Vh by de	ning �Vh � RT ����Th�� Then� to enforce the continuity on the normal components

in �Vh� we introduce Lagrange multipliers� We de	ne the space of Lagrange multipliers Lh �
M����F�

h� as the set of all functions on the union of faces Fh that are constant on each face
e � F�

h and vanish on F�
h �

Lh �
n
� � L��Fh� � �je � Vh � nje for each e � F�

h

o
�

where n is the unit normal vector to the face e�

To establish the relationship between the mixed method and the nonconforming Galerkin
method and to construct e�cient preconditioners� following ����� we introduce the projection
of the coe�cient matrix K� i�e� Ch � PhK

��� where Ph is the L�
projection into Wh�

Then the hybrid�mixed discrete formulation is given by�

�nd �q�h� u
�
h� �h� � �Vh �Wh �Lh such that

Z
�

Chq
�
h � ph dx�

P
��Th

�
�Z
�

u�hdivph dx�
Z
��

�h �ph � n� � ds
�
A � �� 
ph � �Vh�

� P
��Th

Z
�

vh divq
�
h dx � �

Z
�

fvh dx� 
vh �Wh�

P
��Th

Z
��

�h �q
�
h � n� � ds � �� 
�h � Lh�

������
Note that the last equation in ������ enforces the continuity requirement mentioned above�
so in fact q�h � Vh� Also� note that any vector function ph � �Vh belongs to the space Vh if
and only if X

��Th

Z
��

�h �ph � n� � ds � �� 
�h � Lh�

Therefore� using element
by
element arguments� it is easy to check for piecewise constant
tensor K that system ������ has a unique solution with q�h � qh and u�h � uh� where �qh� uh�
is the solution of ������� The function �h is uniquely determined from the 	rst equation
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of ������� Hence� systems ������ and ������ are equivalent� and we can therefore drop the
superscript ��� in �������

In matrix notation system ������ has the form

�
��

"Ah
"BT
h

"CT
h

"Bh � �
"Ch � �

�
��

�
�� qh
uh
�h

�
�� �

�
�� �
fh
�

�
�� � ������

Remark ��� An advantage of the hybrid
mixed formulation is that matrix "Ah is block di

agonal� with each block corresponding to a single element� Hence� "Ah can be inverted easily
and in parallel� After eliminating the ux in ������� we obtain a symmetric positive de	nite
system �

"Bh
"A��h "BT

h
"Bh

"A��h "CT
h

"Ch
"A��h "BT

h
"Ch

"A��h "CT
h

� �
uh
�h

�
�

�
�fh
�

�
� ������

Remark ��� We also note that the weak formulation for q � Kru on a single element
� � Th is given by�

Z
�

K�� q � p dx�
Z
�

udivp dx�

Z
��

u �p � n� � ds � �� 
p � H�div � ��� ������

Hence� comparing ������ with the 	rst equation of ������� it is easy to see that the Lagrange
multiplier �h can be interpreted as an approximation of the trace of u on the boundaries of
the elements�

����� Arnold�Brezzi theory

As shown in ��� �� ��� ���� the solution to ������ can be obtained from a certain modi	ed
nonconforming Galerkin method by means of augmenting the latter with bubble functions�
In this subsection� following ���� ��� ���� we show that the linear system generated by ������
can be algebraically condensed to a symmetric� positive de	nite system for the Lagrange
multiplier �h� Next� we show that this linear system can be obtained from the standard
nonconforming Galerkin method without using any bubbles�

As in the previous subsection the de	nition and computation are done locally� element

by
element� The lowest
order Raviart
Thomas space ����� ��� de	ned over � � Th is given
by

Vh��� � RT ������ �
n
p � p � �P�����

� �
�
�x� y� z�TP����

�o
�

Wh��� � P�����
Lh�e� � P��e��

where Pi��� is the restriction of the set of all polynomials of total degree not higher than
i � � to the set � � Th�

For each � in Th� let
"f� �

�

j� j �f� ��� �
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where j� j denotes the volume of � and ��� ��� means L�
inner product over � � Also� set
Ch � �Cij� and qhj� � �q��� q��� q���

T � �g��� � t�x� g��� � t�y� g��� � t�z�
T � Then� by the

second equation of ������� it follows that

t� � "f���� ������

Now� take p � ��� �� ��T in � and p � � elsewhere� p � ��� �� ��T in � and p � � elsewhere�
and p � ��� �� ��T in � and p � � elsewhere� respectively� in the 	rst equation of ������ to
obtain �

�X
i��

Ch�ji q�i� �

�
�

�
�X
i��

je��ij n�j���i � �hje��i � �� j � �� �� �� ������

where je��ij is the area of the face e��i� and n��i � �n
���
��i � n

���
��i � n

���
��i �� Let (� � �(�

ij� �

��Ch�ij � ��� �
��� Then ������ can be solved for g��j �

g��j � �
�P

i��
je��ij

�
(�
j�n

���
��i �(�

j�n
���
��i �(�

j�n
���
��i

�
� �hje��i�

�
"f�
�


�P
i��

(�
ji �Ch�i�x� Ch�i�y � Ch�i�z� � �

�
�

� j � �� �� ��

������

A basis function in Lh is de	ned by taking � � � on one face between two elements
and � � � elsewhere� Then� applying ������ and ������ we see that the contributions of the
tetrahedron � to the sti�ness matrix and the right
hand side are

A�
ij � n��i (

� n��j� F �
i � �

�
Jf� � n��i

�
�

j� j �
�
Jf� � n��i

�
e��i

� � � Th� ������

where n��i � je��ij � n��i and Jf� � "f� �x� y� z�
T ��� Hence we obtain the system for �h�

A� � F� ������

After the computation of �h� we can recover qh via ������ and ������� Also� if uh is
required� it follows from the 	rst equation of ������ that

u� �
�

�j� j

��
Chqh� �x� y� z�

T
�
�
�

�X
i��

�hje��i �
�
�x� y� z�T � n��i

�
e��i

�
� � � Th� ������

The above result is summarized in the following lemma �see also ������

Lemma ��� Let a bilinear form ch��� �� and a functional Fh��� be de�ned as follows�

ch��h� �h� �
P
��Th

��h�n� ���(
� ��h�n� ��� � �h� �h � Lh�

Fh��h� � � P
��Th

�
j� j�J

f � ��� � ��h�n� ��� �
P
��Th

��hJ
f �n� ��� � �h � Lh�

where Jf is such that Jf j� � Jf� � Then �h � Lh satis�es

ch��h� �h� � Fh��h�� 
�h � Lh� ������
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Remark ��	 Obviously� the algebraic system ������ is the matrix representation of equation
������� i�e�

�A�� �� � ch��h� �h�� 
�h � Lh�
where � and � are vector representations of the functions �h and �h� respectively�

Note that there are at most seven nonzero entries per row in the sti�ness matrix A� Also�
it is easy to see that matrix A is a symmetric and positive de	nite matrix� moreover� if the
angles of every � in Th are not bigger than ���� then it is an M 
matrix� Finally� ������
corresponds to the P�
nonconforming 	nite element method system� as described below� This
equivalence is used to construct preconditioners for A in Chapters IV and V�

Let

Vh �
n
v � L���� � vj� � P����� 
� � Th� v is continuous at the barycenters of

faces from F�
h and vanishes at the barycenters of faces on #�

o
�

������

Proposition ��� ������ Let fh � Phf be L��projection of f into Wh� Then ������ coincides
with the linear system corresponding to the problem� �nd �h � Vh such that

ah��h� �� � �fh� ��� 
� � Vh� ������

where ah��h� �� �
P
��Th

�C��
h r�h�r��� �

Proof� From the de	nition of the nodal basis f�hi g of Vh� for each � � Th we have

�hi j� �
�

j� jn��i �
�
�x� y� z�T � pl

�
� i �� l�

for some barycenter pl� Then� we see that

�C��
h r�hi �r�hj �� � n��i(

�n��j�

which is A�
ij � Also� note that for any linear functions � and � on a tetrahedron � � Th

��� ��� �
�

�
j� j

�X
i��

��pi���pi�� ������

where the pi�s are the barycenters of the faces of � � so that

F �
i � � �

j� j
�
Jf� � n��i

�
�
�

�
Jf� � n��i

�
e��i

� �
"f�
�

��� �hi �� �
j� j "f�
�je��ij ��

h
i � ��e��i �

"f�
�
�� �hi

�
�
�

which is �fh� �
h
i �� � �

Corollary ��� The values of the degrees of freedom of the solution �h � Vh of problem ������
coincide with the corresponding values of the solution �h � Lh of problem �������
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Using this corollary we can de	ne a projection operator Ph � Vh 	 Lh as follows� for any
uh � Vh

�hje � Phuhje � uh�xe�� 
e � F�
h � ������

where xe is the barycenter of the face e� That is� the value of the Lagrange multiplier function
�h � Phuh on a given face e is equal to the value of the function uh in the barycenter of this
face�

Remark ��
 If the matrix function K�x� is piecewise constant in the domain and the par

tition Th is chosen in such a way that K�x� is constant in each element � � Th� then the
bilinear form in ������ coincides with ������� i�e�

ah����� �
X
��Th

�C��
h r��r��� �

X
��Th

�Kr��r��� � 
��� � Vh�

Remark ��� It is well known ���� ���� that for problem ������ with K�x� � I the bilinear
form ������ satis	es

c h� � ����� � ah����� � C � ������ 
� � Vh�

��� Nonconforming approximation of elliptic problems with

anisotropy

We conclude this chapter by outlining the problems we are going to consider below� As was
mentioned in the previous section� we consider methods of constructing the preconditioners
for nonconforming P� 	nite element approximations of �������

Until the end of this chapter we de	ne Th as a regular partitioning of � � IRd� d � �� ��
into simplices � with a mesh size h� the P��nonconforming 	nite element space Vh��� by
������� and a bilinear form ah��� �� by ������� Once a nodal basis f�i�x�gNi�� for Vh��� is
chosen� ������ leads to a system of linear algebraic equations

Au � f � ������

where A is sparse symmetric positive de	nite matrix and u� f � IRN �
Although the methods of solving ������ have been extensively studied in the past few years

�see� e�g�� ��� ��� ��� ��� ��� ������ their e�ciency depends on the coe�cient matrix K�x�� In
the case of strong anisotropy in the coe�cients the question of constructing e�ective solution
techniques is still open�

In this dissertation we describe and analyzemethods of constructing preconditioners
for ������ when the tensor K�x� from ������ is an anisotropic matrix coe�cient� Below we
outline the classes of problems for which we construct the preconditioners�

����� Method of algebraic substructuring

This method is applied for two types of problems�

��� The computational domain � is a union of parallelepipeds �rectangles if we consider
the problem in IR��� The tensor K�x� is a smooth matrix function which is a small
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perturbation of a diagonal constant matrix in the entire domain� It means that there
exist a diagonal constant matrix )K � diag fk�� � � � � kdg� d � �� �� and some positive
constants *c� 'c� such that

*c )K � K�x� � 'c )K� 
x � �� ������

We construct the mesh Th� 	rst� by partitioning the domain � into small cubes �squares
in IR�� and� then� by subdividing each cube �square� into tetrahedra �triangles� in a
regular way�

Then we de	ne the auxiliary bilinear form

)ah�u� v� �
X
��Th

� )Kru�rv�� � 
 u� v � Vh���� ������

We construct preconditioners for this auxiliary bilinear form using substructuring in
Chapter IV� Due to inequality ������ these preconditioners can be used for initial
problem �������

��� The tensorK�x� which is a full symmetric matrix and the domain � satisfy the following
assumptions�

�a� There is an orientation
preserving smooth map L of the unit cube �or square if we
consider the problem in IR�� '� onto � and there are positive constants r and C
�see ����� such that

r��kJ �x�k � C� 
x � '��
r kJ ���x�k � C� 
x � ��

������

where J �x� is the Jacobian matrix of L at x and k � k denotes a matrix norm�

�b� The transformed tensor 'K�x� � �
j det �J �jJ TK�x�J � x � '� falls into the class of

problems described in item ����

The de	nition of the nonconforming 	nite element space for the domains satisfying
������ is given below� Let C�h and T�h be the partitions of '� into cubes and tetrahedra�

respectively� which are associated with the mesh
size 'h � ��n� and let V�h be the P�


nonconforming space associated with T�h� as given in ������� Set h � r � 'h and de	ne

Vh��� �
n
� � � � L�� � � � V�h�

'��
o
�

We also introduce the map I � Vh���	 V�h�
'�� de	ned by Iv � v � L�

Now we de	ne the sti�ness matrix A on domain � by

�Au�v�N � ah�u� v�� 
u� v � Vh���� ������

where

ah�u� v� �
P
��Th

Z
�

K�x�ru � rv dx ��

�
P
���T�h

Z
��

�
jdet �J �jJ TK�x�J rIu � rIv dx�

������



��� Nonconforming approximation of elliptic problems with anisotropy ��

and jdet�J �j is the determinant of the Jacobian J �x��

Note that taking into account ������� we can treat the bilinear form ������ as a form gen

erated by some elliptic positive de	nite operator with piecewise smooth ��� symmetric
matrix
valued function K�x� on the cube '�� This function satis	es the uniform positive
de	niteness condition� For this reason� below without loss of generality we suppose that
� � '� is a parallelepiped with the partition into cubes Ch and into tetrahedra Th�
For each cube C � C�h� we introduce the diagonal matrix KC �diagfk��C � k��C � k��Cg
with some as yet unspeci	ed constants ki�C � i � �� �� �� Then we de	ne on the reference

parallelepiped '� a bilinear form

bh�u� v� �
X
C�Ch

�C

�
�X
��C

Z
�

KCru � rv dx
�
A � 
u� v � V�h� ������

where the constants �C are scaling factors� One reasonable choice is to take �C �
����C � ���C���� where ���C and ���C are the largest and smallest eigenvalues of the

eigenvalue problem 'K�x��v � �CKCv� v � IR�� where 'K�x� � �
jdet �J �jJ TK�x�J and

x� � L�C� � � is some point�

We assume that the matrix function de	ned above� �CKC � is a small perturbation of a
diagonal constant matrix in the entire cube '��

Note that assumptions ������ imply that there are two constants c� and c� independent
of r and 'h such that

c�ah�u� u� � r � bh�Iu� Iu� � c�ah�u� u�� 
u � Vh� ������

We choose matrices KC in the form� KC �diagf 'K�x��g� 
C � Ch� i�e� the matrix KC

is the diagonal part of 'K�x�� at some point x� � L�C�� In this case constants c� and

c� in ������ depend only on the local variation of the coe�cients
n�

'K
�
kl

o
� Hence the

problem of de	ning a preconditioner for ah��� �� is reduced to the problem of 	nding a
preconditioner for r � bh��� ��� which has a diagonal coe�cient tensor and is de	ned on
the unit cube '�� Therefore� all the analysis of the item ��� can be carried out here�

����� Fictitious components method

For the problem with symmetric full tensor K�x� �like in item ��� of Section ������ in the
domain � of complex geometric shape we also consider a variant of the 	ctitious components
method� which can be outlined for the problem in IR� as follows�

Let

K�x� �

�
a�� a��
a�� a��

�

be a constant symmetric matrix which has eigenpairs �k��u�� and �k��u��� where u� � �� ���
u� � ���� �� � � �� � �� Let us consider a transformation of the coordinates ��� �� �
F �x� y�� � �  � x� � � y� � � �� � x�  � y� In the coordinates ��� �� problem ������ has the
diagonal matrix coe�cient )K � diag fk�� k�g�

Now we construct a rectangle � in the ��� �� plane which contains )� � F ��� and a
uniform triangular mesh in �� Mapping this mesh to the real domain � by the transformation
�x� y� � F����� ��� we de	ne a triangulation of ��
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In the 	ctitious components method� instead of problem ������ we consider a problem

)A)u � )f � ������

where a square matrix )A of an order M 
 N is an approximation of the problem on the
extended domain �� We assume that there exists a permutation matrix )P such that

)P )A )P T �

�
A A��

� A��

�
� )P)f �

�
f
�

�
� ������

with some matrices A�� and A��� It is obvious that for any solution )u of problem ������ the
solution u of problem ������ can be found by the formula u � Q )P )u� where Q � �IN�� is an
N �M projection matrix�

So� instead of initial problem ������ we need to solve an algebraic problem corresponding
to ������ with diagonal coe�cient matrix )K� Again� we can use all of the analysis of item
��� from Section ������ The analysis of the 	ctitious components method for an anisotropic
problem is given in Chapter IV�

����� Domain decomposition method

Here we consider problems for which the computational domain � can be represented as a

union of substructures � �
m�
i��

�i in such a way that the tensor K�x� is an almost diagonal

constant matrix �in the sense of ������� in each substructure� Then we can use the domain
decomposition method to solve these problems�

The main idea is to use methods described in Section ����� to solve or precondition the
problems in subdomains� Then� for the problem at the interfaces we construct a precondi

tioner in the form of an inner Chebyshev iterative procedure� More precisely� we construct a
preconditioner for the Schur complement of the original symmetric positive de	nite matrix�
which results after eliminating the blocks corresponding to the unknowns in the subdomains�

This analysis is given in Chapter V�

����� Domain decomposition method on nonmatching grids

This is a generalization of the method considered in Section ������ We assume that the

computational domain � is represented as a union of substructures � �
m�
i��

�i and the matrix

K�x� is a full symmetric matrix in each substructure� To solve this problem we use the
domain decomposition method on nonmatching grids �see an example of nonmatching grids
in Figure �����

The computational domain is considered as a union of nonintersecting subdomains� In
each subdomain we construct its own coordinate system and a grid �a triangular one for two

dimensional equations and a tetrahedral one for three
dimensional equations� in accordance
with the main directions of anisotropy or� in other words� we de	ne local coordinate systems
on eigenvectors of the coe�cient matrix K�x�� It is easy to see that this matrix is diagonal
in such a local coordinate system� The original elliptic problem is posed as a problem with
Lagrange multipliers at interfaces between subdomains and with the continuity conditions of
the solution �in a weak form� at the same interfaces� A mortar 	nite element subspace is
constructed in the space of Lagrange multipliers� The resulting algebraic systems have the
form of a saddle
point problem�
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�� ��

Figure ���� Subdomains with nonmatching grids�

In Chapter V we propose a new construction of block diagonal preconditioners for the
algebraic systems that occur in using the mortar 	nite element method� This approach
combines the ideas of the domain decomposition method �the substructure method� with the
algorithms of multilevel and algebraic multigrid methods�

Assuming that the grid in each subdomain is the trace of a hierarchical grid we can use
the results described in Sections ����� and ����� to construct the preconditioners for problems
in subdomains� Then� for the problem at the interfaces we construct a preconditioner in the
form of an inner Chebyshev iterative procedure� More precisely we construct a preconditioner
for the Schur complement of the original saddle
point matrix� It can be shown that the
constructed preconditioner is spectrally equivalent to the original saddle
point matrix with
equivalence constants independent of the mesh size� the subdomain diameters� and anisotropy
in the coe�cients�



CHAPTER III

ITERATIVE METHODS

The term �iterative method refers to a wide range of techniques that use successive
approximations to obtain more accurate solutions to a linear system at each step� The devel

opment of e�cient iterative methods for solving systems arising from 	nite element discretiza

tions of second
order partial di�erential equations has been a very active area of research over
the last few decades� The rate at which an iterative method converges depends strongly on
the spectrum of the coe�cient matrix� At present� iterative methods usually involve a sec

ond matrix that transforms the coe�cient matrix into one with a more favorable spectrum
���� ��� ��� ��� ����� The transformation matrix is called a preconditioner� The use of a good
preconditioner improves the convergence of the iterative method� su�ciently to overcome the
extra cost of constructing and applying the preconditioner� Today� the success of 	nite ele

ment methods is based to a large extent on the existence of fast and robust techniques for
preconditioning and solving the corresponding discrete problems�

The main goal of this dissertation is the construction of preconditioners for nonconforming
	nite element approximations of a second
order elliptic problem� As an example of an iterative
method for this type of problems we choose the conjugate gradient method ���� ��� ���� In
Chapter V we consider nonconforming approximations of equation ������ on nonmatching
grids� The resulting algebraic systems have the form of an algebraic saddle
point problem�
At present there are several approaches to the iterative solution of 	nite element systems on
nonmatching grids� presented� for example� in ��� ���� ���� At the same time there is a great
number of papers on iterative methods for solving algebraic systems in the saddle
point form
�see� e�g�� ���� ��� ��� ��� ��� ������ It is obvious that these methods� when appropriately
modi	ed� may be employed for solving the corresponding 	nite element systems�

In this chapter we outline iterative techniques for solving systems of linear algebraic equa

tions with both symmetric positive de	nite and inde	nite matrices� In the next chapters we
develop e�cient preconditioners for both kinds of systems� The rest of the chapter is orga

nized as follows� First� we consider some basic facts from the theory of iterative methods�
Next� in Section ��� we give formulae for the preconditioned Lanczos method ���� as applied
to the solution of systems with symmetric inde	nite matrices as well as the reasons for the
choice of block diagonal preconditioners for saddle
point matrices� Then� in Section ��� we
discuss the conjugate gradient type methods� Finally� in Section ��� we sketch the theory of
the Chebyshev ���� methods which we use in Chapter V�

��� Preconditioned iterative methods

Let A � X 	 X be a linear symmetric invertible operator on a 	nite dimensional real space
X � IRN with inner product ��� ��� Consider an equation

Au � f� �����

where u� f � X� We consider this problem in the context of the operators A induced by
bilinear forms de	ned on 	nite element spaces�

��
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To make the main idea of preconditioning clear we consider in this section a modi	ed
method of the simple iteration� Let B � X 	 X be another linear symmetric invertible
operator on X� Given initial guess u� � X� we de	ne the basic linear iterative method for
solving ����� by

B uk�� � B uk �  �Auk � f�� k � �� �� � � � � �����

or in other form
uk�� � T uk � ��

where T � �I �B��A� and � � B��f �
Let u be the solution of ������ Then an error ek � u� uk satis	es the equations

ek�� � T ek � T � ek�� � � � � � T k e�� �����

A convergence of method ����� for a given initial guess depends on the behavior of the
operator T k� Iterations ����� converge when T k e� 	 � as k 	��

From ������ ������ and ����� it follows that

uk�� � T k u� � �I � T k�A��f� �����

In general� e� is unknown since it involves the unknown exact solution� Hence� it is better to
study the computable quantity $ a residue rk � f �Auk� From ����� we have

rk�� � AT A�� rk � � � � � AT k A�� r�� �����

The notion of the spectral radius of the operator plays a very important role in the inves

tigation of iterative methods�

De�nition ��� The value ��T � � lim
k��

kT kk��k is called the spectral radius of the operator

T �

If ��T � �� � then we have kT kk��k � ��T � � b�k�� where b�k� 	 � as k 	 �� From �����
we get

kekk � kT kk ke�k � �k�T � bk�k� ke�k� �����

So� if � �� ��T � � � then to reduce the norm of error ke�k by a factor of ��� times for small
� it is su�cient to make

k��� � ln �

ln��T �
�����

iterations�
The value of �� ln��T �� is known as the asymptotic rate of convergence of the iterative

method�
One of the main problems of iterative methods is in some sense an optimal choice of

operator B� We give the strong mathematical de	nition of the term optimal preconditioner

later on page �� after we provide some basic facts from numerical analysis� It is easy to see
that taking B � A in method ����� gives us the exact solution for one iteration� Obviously� it
is not an optimal method since it includes the inversion of operator A� Assume that we have
found some operator B such that � �� ��T � � �� LetW �B��� be its implementation cost� i�e� a
number of arithmetic operations required to implement multiplication of a vector by operator
B��� Since operator A is the 	nite element approximation of a second
order di�erential
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operator using a nodal basis� the corresponding matrix is sparse and the computational work
of multiplying a vector by A is on the order of N � W �A� � O�N�� Then method ����� gives
an �
approximation to the solution of ����� for k��� iterations at a cost of

Wit �
W �T �

j ln��T �j � j ln �j� �����

where W �T � � W �B��� �O�N��
Assume now that operators A and B are positive de	nite� It is well known from linear

algebra ���� that a generalized eigenvalue problem

A� � �B� �����

has a real and positive spectrum Sp �B��A� � f�igNi�� and a corresponding complete or

thonormal set of eigenvectors f�igNi��� Obviously� �i� i � �� � � � � N � are eigenvectors of the
operator T �

T �i � �i�� �i� i � �� � � � � N� ������

where �i�� � �� �i� Method ����� is convergent if and only if

sup
��Sp �B��A�

j�� �j � q � �� ������

With the well known best choice for  � ����min � �max� the spectral radius of operator T is
given by

��T � �
�max � �min

�max � �min
� ��

or

��T � �
�max��min � �

�max��min � �
� ������

De�nition ��� The ratio � � �max��min of the extremal eigenvalues of problem ����� is called
the condition number of matrix B��A� We denote this number by Cond �B��A��

Obviously� Cond �B��A� � �� From ������ it is easy to see that ��T �	 � as Cond �B��A�	
�� That is� the bigger the condition number of matrix B��A the slower the convergence rate
of method ������

Operator B is often referred to as a preconditioner� Taking into account ����� and �������
we would like B to satisfy two properties� First� the solution of the problem

B v � g ������

for a given g � X should be easy to obtain� And second� B should be spectrally equivalent
to A�

Recall that two N � N symmetric positive de	nite matrices A and B that result from
the discretization of PDE�s are called spectrally equivalent matrices ���� if there exist positive
constants c� and c� independent of the grids such that the inequalities

c��B���� � �A���� � c��B����

hold for any vector � � IRN �
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These two properties will guarantee� 	rstly� that the work per iteration step in applying
the preconditioned method will be small� and secondly� that the number of steps to reduce the
error to a given size will also be small and will not depend on mesh size parameter h� so that
an e�cient algorithm will result� Now we can give the de	nition of an optimal preconditioner
as was done by D�yakonov in �����

De�nition ��� Operator B is an optimal preconditioner if it is spectrally equivalent to op�

erator A and algorithms with estimate W �B��� � O�N� are established for solving problem

�������

With B being an optimal preconditioner� the computational work ����� becomes

Wit � O�N� � j ln �j� ������

��� Iterative method for saddle�point problem

As is shown in Chapter V� the use of a nonconforming 	nite element method on nonmatching
grids to problem ������ results in an algebraic saddle
point problem with nonsingular matrix

A �

�
A CT

C �

�
� ������

where block A is a symmetric and at least positive semide	nite matrix and block C is a full
rank matrix�

In Chapter V we propose a symmetric and positive de	nite preconditioner B that is
spectrally equivalent to matrix A� The symmetric matrix A and the symmetric positive
de	nite matrix B are said to be spectrally equivalent if the spectrum of matrix B��A belongs
to the set �d�� d�� � �d�� d��� d� � d� � � � d� � d�� with the boundaries of the segments
independent of the mesh size parameter h�

We propose the preconditioner in the block diagonal form�

B �

�
BA �
� BC

�
� ������

In order to justify this choice of B we consider the eigenvalue problem

A
�
uA
uC

�
� � 'R

�
uA
uC

�
������

with a symmetric positive de	nite matrix

'R �

�
RA �
� RC

�
� ������

where RA � A� RC � C A�� CT � and �uTA�u
T
C�

T � IRM � Obviously� matrices RC and A are
positive de	nite�

Assume in ������ that � �� �� Then eliminating the subvector uA from the 	rst equation�
we obtain

�RC uC �
�

� � �
RC uC � ������
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It leads to the equation �� � � � � � �� which has two roots� ���� � �� �p����� Thus� the
eigenvalues of problem ������ belong to the set�

� �
�
��p�

�
�
��p�

�
� �

�
� ������

Now let the symmetric positive de	nite matrix B be spectrally equivalent to matrix 'R
with the positive constants c� and c��

c��Bu�u� � � 'Ru�u� � c��Bu�u�� 
u � IRM �

Then matrix B is spectrally equivalent to matrix A and the spectrum of matrix B��A belongs
to the set

Sp �B��A� � �d�� d�� � �d�� d��� ������

where the constants d� � d� � � � d� � d� depend only on the values of c� and c��
Now consider the system of linear algebraic equations in the saddle
point form�

A u � g� ������

where

u �

�
uA
uC

�
� g �

�
gA
gC

�
� ������

and its preconditioned form
B��A u � B�� g� ������

In order to solve system ������ we can use the generalized Lanczos method of minimal
iterations ����� When applied to system ������ the formulae for implementing this method
have the form�

pk �

�	

	�
B����� k � �
B��Ap� � �p�� k � �
B��Apk�� � kpk�� � �kpk��� k � �

u� � IRM � uk � uk�� � 	kpk� k � ��

������

where

k �
�AB��Apk���Apk���
�B��Apk���Apk��� � k � ��

�k �
�B��Apk���Apk���
�B��Apk���Apk��� � k � ��

	k �
�B���k���Apk�
�B��Apk�Apk� � k � ��

������

and �k � Auk � g� k � ��
The following expressions are introduced�

� �
maxfd�� jd�jg
minfd�� jd�jg � q �

�� �

� � �
�

Then for method ������ with ������ the following estimate holds true ���� ����

k��kkB�� � �qk k��kB�� � ������

where k � kB�� is the norm generated by the symmetric positive de	nite matrix B���
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Remark ��� Due to property ������ the preconditioned Lanczos method with a precondi

tioner R de	ned by ������ gives the exact solution of system ������ in at most six iteration
steps�

This statement has only a theoretical meaning since such convergence can never be reached
practically because of an overly complicated and expensive preconditioner ������� But it gives
an idea of how e�cient preconditioners can be constructed�

��� Preconditioned conjugate gradient method

Now consider problem �����

Au � f

with symmetric and positive de	nite matrix A and the given vector f � IRN � Assume that
we have constructed a spectrally equivalent preconditioner B such that Cond �B��A� � ��

Then we can solve system ����� by the preconditioned conjugate gradient �PCG� method
in the following form�

pk �

�
B����� k � �
B���k � �kpk��� k 
 �

u� � IRM � uk�� � uk � kpk� k � ��

������

where

k �
�B���k� �k�
�Apk�pk�

� �k �
�B���k� �k�

�B���k��� �k���
� ������

and �k � Auk � g� k � ��

It is well known that for a given accuracy � ��� �� and k� 
 ln ����� � ln q� with q �
p
���p
���

�

the following inequality is valid�

kuk��� � u�kA � �ku� � u�kA� ������

where u� � A��f �
An essential feature of PCG is that an explicit representation of A and B�� are not needed�

In fact� we only need their actions on a given vector�

����� Estimate for the extremal eigenvalues

In this dissertation we shall study substructuring multilevel and domain decomposition pre

conditioners� Using this framework� we shall be able to analyze and establish upper bounds for
the condition number of our preconditioned matrices� To see how sharp these upper bounds
are� we may compute Cond �B��A� approximately by using a generalized Lancsoz procedure
for eigenvalue problems ������� We note that the Lanczos algorithm is closely related to the
conjugate gradient method� Both algorithms use Krylov subspaces and three
term recurrent
formulae ���� ��� ����

We 	rst de	ne the matrix of normalized residual vectors Rm � IRN�m by

Rm �

�
��
k��k

� � � � �
�m��
k�m��k

�
�
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where the vector �k is the residual vector obtained on the k
th iteration of PCG method
������� �������

It can be shown ���� ��� that a matrix Tm � RT
m B��A Rm is a IRm�m tridiagonal matrix�

Tm �

�
�����������

�
	�

�
p

�

	�

�
p

�

	�

�
	�

� �
	�

�
p

�

	�

�
p

�

	�

�
	�

� �
	�

� � �

� � �
� � � �

p

m��

	m��

�
p

m��

	m��


m��

	m��
� �

	m

�
�����������
� ������

Here k and �k are the parameters of the PCG algorithm� From the theory of Lanczos methods
���� ��� it follows that extremal eigenvalues of matrices Tm provide a good approximation of
the extremal eigenvalues of B��A� Thus� to compute an estimation of the condition number
of matrix �B��A� it is su�cient to 	nd the condition number of the tridiagonal and relatively
small matrix Tm� Questions related to convergence of the extremal eigenvalues of Tm to those
of �B��A� are considered in �����

��� Chebyshev iterative method

In Chapter V we shall use some preconditioners in the form of the inner Chebyshev iterative
procedure ��� ��� ���� We present here the relevant results and constructions for the sake of
completeness�

Again� we assume that B is a symmetric positive de	nite matrix and that the eigenvalues
of matrix B��A belong to the segment �a� b�� where � � a � b� Let Pm�t� be a polynomial of
degreem � � of least deviation from zero on the segment �a� b� and be normalized by condition
Pm��� � ��

Pm�t� �
mY
i��

��� �it�� ������

The polynomial Pm�t� with these properties is de	ned in terms of the Chebyshev polynomials
������

Pm�t� �
�

Tm �+�
� Tm


b� a� �t

b� a

�
� ������

where + � �b� a���b� a� 
 � and the Chebyshev polynomial of the �
st kind of degree m is
given by

Tm�t� � cos�m � arccos�t�� � �

�

�
t�

p
t� � �

�m
�

�
t�

p
t� � �

��m�
� ������

From ������ it follows that ���i � i � �� � � � �m� are the roots of polynomial Pm�t�� They
are easily de	ned through the roots of the Chebyshev polynomial Tm�t��

�i � � �

b� a� �b� a� cos �

�i� �

�m

���
� i � �� � � � �m� ������
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Then preconditioner 'B for matrix A is determined by the formula�

'B�� �

�
I �

mY
i��

�I � �iB
��A�

�
A��� ������

According to ����� after using one step of the modi	ed method of simple iteration the
error of the computed solution ek � u� uk is decreased as follows�

kek��k � � qm

� � q�m
kekk� ������

where q � �� � ����� � �� and � � b�a�
The formulae for calculating the vector w � 'B��� for a given � � IRN have the form�

w� � ��
wi � wi�� � �i B

�� �Awi�� � ��� i � �� � � � �m�
w � wm�

������

For computational stability� instead of ������� we can use the three
term formula ������



CHAPTER IV

SUBSTRUCTURING PRECONDITIONERS FOR

NONCONFORMING FINITE ELEMENT METHOD

��� Introduction

Let � be a convex bounded domain in IRd� d � �� �� with boundary ��� Consider an elliptic
problem

�div �K � ru� � f in ��
u � � on #��

�Kru�n� � � on #��
�����

where K�x� is a positive de	nite� uniformly bounded symmetric tensor� f�x� � L�����
#� � #� � ��� #� � #� � � We shall consider the case when #� � #� �� � The pure
Neumann problem �#� � � can be treated in a similar way but for the sake of simplicity is
not described here�

Let the bilinear form a��� �� be de	ned by

a�u� v� � �K � ru�rv�� u� v � V���� � fv � H���� � v � � on #�g�

where ��� �� denotes the inner product in L����� Then the usual weak form of ����� for the
solution u � V���� is

a�u� v� � �f� v�� 
v � V����� �����

Let Th be a regular partitioning of � into simplices � with mesh
size h and let Vh��� be
the P��nonconforming 	nite element space of functions v � L���� ��� such that vj� are linear
for all � � Th� v are continuous at the barycenters of � � Th and vanish at the barycenters of
the boundary faces on #� �de	ned by �������� Note that the space Vh��� is not a subspace of
H�����

De	ne the bilinear form on Vh��� by

ah�u� v� �
X
��Th

�Kru�rv�� � 
 u� v � Vh���� �����

where ��� ��� is the inner product in L����� � � Th� Then the P��nonconforming 	nite element
discretization of ����� has the form� �nd uh � Vh such that

ah�uh� v� � �f� v�� 
v � Vh���� �����

Once a nodal basis f�i�x�gNi�� for Vh��� is chosen� ����� leads to a system of linear algebraic
equations� Write u�x� �

PN
i�� ui�i�x�� Then ����� becomes

NX
i��

uiah��i� �j� � �f� �j�� j � �� � � � � N�

��
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or in matrix representation
Au � f � �����

where Aji � ah��i� �j�� fj � �f� �j�� i� j � �� � � � � N �
Although the methods of solving ����� have been extensively studied in the past few years

�see� e�g�� ��� ��� ��� ��� ����� their e�ciency depends on the coe�cient matrix K�x�� and in
the case of strong anisotropy in the coe�cients the question of constructing e�ective solution
techniques is still open�

In this chapter we will describe and analyze a method of constructing the preconditioner
for ����� using an idea of algebraic substructuring which can be described as follows �����

Let us partition the domain � into subdomains �s� s � �� � � � � n� such that each �s is a
union of simplices � � Th�

� �
n�

s��

�s� �s �
ns�
l��

f�l � Th � �l � �sg�

Below these subdomains �s are called superelements�
Let us introduce local sti�ness matrices As on each superelement �s as follows�

�Asus�vs� �
X
�l��s

�K�x�ruh�rvh��l � 
uh� vh � Vh��s��

All these matrices are at least positive semide	nite� and the global sti�ness matrix is deter

mined by assembling the local sti�ness matrices over all the superelements�

�Au�v� �
nX

s��

�Asus�vs�� 
u�v � IRN �

We can symbolically write
A � fAsgns�� �

where f�gns�� denotes assembling with respect to the partitioning f�sgns�� of ��
In the above notation each superelement matrix As can be represented in terms of local

sti�ness matrices over simplices �l from �s� i�e� As � fAslg�l��s � Note that matrices Asl are
also at least positive semide	nite�

Following ���� ���� let us introduce on each simplex � � TT another matrix 'Asl which has
the same kernel as Asl �i�e� Ker Asl � Ker 'Asl�� De	ne the matrix 'As on each superelement
�s by assembling 'Asl�

'As �
n
'Asl

o
�l��s

�

Then it can easily be shown that Ker As � Ker 'As and the matrices 'As are also at least
positive semide	nite�

Now let us de	ne an N �N matrix 'A by assembling 'As over all the superelements

'A �
n
'As

on
s��

�

To obtain an estimate of the condition number of 'A��A we use the so
called superelement
analysis which we outline here� Suppose we have two sequences of nonnegative numbers
faigni�� and fbigni�� such that ai and bi� i � �� � � � � n� are simultaneously either positive
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numbers or zeroes� And suppose we seek for estimates of the ratio
Pn

i�� ai�
Pn

i�� bi from
below and from above� The solution of this problem is well
known �����

min
i

bi ���

ai
bi
�

nP
i��

ai

nP
i��

bi

� max
i

bi ���

ai
bi

�

Then we can formulate the following lemma�

Lemma ��� The following relations hold�

max
� �Au�u�	��

�Au�u�

� 'Au�u�
� max

� �Au�u� 	��

nP
s��

�Asus�us�

nP
s��

� 'Asus�us�
� max

s�������n

� �Asus�us	���

�Asus�us�

� 'Asus�us�
� �����

and

min
� �Au�u�	��

�Au�u�

� 'Au�u�
� min

� �Au�u� 	��

nP
s��

�Asus�us�

nP
s��

� 'Asus�us�
� min

s�������n

� �Asus�us	���

�Asus�us�

� 'Asus�us�
� �����

From Lemma ��� it is easy to see that to estimate the extreme eigenvalues of 'A��A it is
su�cient to consider the local problems

Asus � ��s� 'Asus� us � Ker 'As�

on all the superelements �s� s � �� � � � � n� Thus� the superelement analysis is a very useful
and rather simple tool for estimating the condition numbers of preconditioned matrices �see�
e�g�� ��� ��� ��� ����� It can be shown that to estimate the extreme eigenvalues of 'A��A it is
su�cient to consider the worst cases when the superelements �s have no common faces with
#��

Thus� if the superelement matrices As and 'As are spectrally equivalent with respect to
Ker As� i�e� there exist constants c��s and c��s such that

c��s� 'Asus�us� � �Asus�us� � c��s� 'Asus�us�� 
us � IRNs � Ns � dim �s�

where constants c��s� c��s do not depend on mesh
size parameter h� then matrices 'A and A
are also spectrally equivalent� i�e�

c�� 'Au�u� � �Au�u� � c�� 'Au�u�� 
u � IRN �

with c� � min
s

c��s and c� � max
s

c��s�

Now let us partition all the unknowns in ����� into two groups�

u � �uT� �u
T
� �

T � dim u� � N�� dim u� � N �N��

so that matrix 'A is represented in a block form�

'A �

�
'A��

'A��
'A��

'A��

�
�����



��� Introduction ��

such that block 'A�� is easily invertible� Then introducing the Schur complement S � 'A�� �
'A��

'A���� 'A��� we can rewrite matrix 'A as

'A �

�
S � 'A��

'A���� 'A��
'A��

'A��
'A��

�
� �����

Following ���� ��� ���� we construct a matrix )S which is spectrally equivalent to S� i�e�

d�� )Sv�v� � �Sv�v� � d�� )Sv�v�� 
v � IRN� �

where constants � � d� � d� are independent of mesh
size parameter h� Then the matrix

B �

�
)S � 'A��

'A���� 'A��
'A��

'A��
'A��

�
������

is spectrally equivalent to matrix A� i�e�

r��Bu�u� � �Au�u� � r��Bu�u�� 
u � IRN �

where r� � c�minf�� d�g� r� � c�maxf�� d�g� To construct such a matrix )S� again� we can
use the idea of the algebraic substructuring described above�

Concluding this overview� we can say that the algebraic substructuring procedure consists
of the following main steps�

�A� the reconstruction of the directed graph of matrix A from ����� in such a way that
the resulting matrix 'A has the same kernel and is still positive de	nite �or positive
semide	nite if matrix A is singular��

�B� the representation of matrix 'A in � � � block form ����� in such a way that one of the
blocks� 'A�� or 'A��� is easily invertible�

�C� the replacement of the Schur complement S in ����� by a spectrally equivalent matrix
)S� we can use steps �A� and �B� to construct such a matrix )S�

Note that we can 	rst represent matrix A in � � � block form ����� and then use steps
�A���C� to construct a preconditioner for the Schur complement S � A�� � A��A

��
�� A���

Implementing a 	nite number of these steps� we can get matrixB which is spectrally equivalent
to the given matrix A�

Because of the algebraic nature of such a procedure this approach strongly depends on the
structure of the graph of matrix A and consequently on the type of the nonconforming 	nite
element space Vh� In this chapter we consider in a di�erent way two
 and three
dimensional
problems with both constant and almost constant matrix coe�cient K�x�� Most of the theory
developed in this chapter is based on results published by the author in ���� ���� and in joint
works with R� Ewing� R� Lazarov� Yu� Kuznetsov� and Z� Chen in ���� ��� ��� ��� ����

The outline of the reminder of the chapter is as follows� In Section ��� we consider a
two
dimensional problem with diagonal matrix coe�cient K�x�� A detailed description of
constructing algebraic substructuring preconditioners for three
dimensional problems is given
in Sections ��� and ���� We consider there a formulation of the model problem with a diagonal
constant tensor� develop an algebraic substructuring preconditioner for the resulting linear
system� and give an implementation algorithm� In Section ��� we de	ne partitioning Th of the
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whole domain� subdividing it into topological parallelepipeds and splitting each parallelepiped
in turn into six tetrahedra� The case of splitting each topological parallelepiped into �ve
tetrahedra when K�x� is a diagonal tensor is considered in Section ���� In Section ��� we
consider the case of full tensor functionK�x� and domain � being a topological parallelepiped�
We develop here a variant of the 	ctitious domain method for anisotropic problems�

��� Two�dimensional problem

Consider a model problem on a unit square�

�kx�
�u

�x�
� ky

��u

�y�
� c�u � f� in � � ��� ����

u � �� on ���
������

where coe�cients kx 
 �� ky 
 �� and c� � �� are constants in �� It is clear that a method
developed for this model problem can be easily generalized for the case of rectangular domain
and mixed boundary conditions�

Let Ch � fC�i�j�g be a partition of � into uniform squares with the length of the side
h � ��n� where �xi� yj� is the lower left corner of the square C�i�j�� We enumerate the squares
in a lexicographical order� 	rst� in the y
direction� then in the x
direction� Next� we divide
each square C�i�j� into � triangles as shown in Figure ���a� The partitioning of � into triangles
is denoted by Th�

We introduce the set of centers of all the edges of the triangulation of �� and the set
Qh of those centers that are not on the Dirichlet boundary #� � �� �see Fig� ���a�� The
Crouzeix
Raviart P��nonconforming 	nite element space Vh is de	ned by

Vh � fv � L���� � vj� � P����� 
� � Th� v is continuous at the points
from Qh and vanishes at the middle points of edges on #�g� ������

Let the dimension of Vh be N � Obviously� N � �n��

� �

� �

� �

� � �

� � �

�

�

�

�

�

�

�

�

�

�

�

�

���

�

�

�
�

�a� Triangulation of the domain �� �b� Local enumeration of the degrees of freedom�

Figure ���� �D problem� Triangulation and partition of the degrees of freedom�

Now we de	ne the bilinear form on Vh by

ah�u� v� �
X
��Th

Z
�


kx
�u

�x

�v

�x
� ky

�u

�y

�v

�y
� c�uv

�
dx� 
 u� v � Vh� ������
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Thus the nonconforming discretization of problem ������ is given by seeking uh � Vh such
that

ah�uh� v� � �f� v�� 
 v � Vh� ������

For any function v � Vh we denote by v � IRN its representation with respect to the basis in
Vh�

Let �u�v�N be a standard bilinear form de	ned on IRN by �u�v�N �
P
x�Qh

u�x�v�x��


u� v � Vh� Then de	ne symmetric and positive de	nite operator A � IRN 	 IRN by

�Au�v�N � ah�u� v�� u� v � Vh� ������

For each square C � C�i�j� � Ch� we denote by V C
h the subspace of the restriction of the

functions from Vh into C� For each v � V C
h � we indicate by vc the corresponding vector�

The dimension of V C
h is denoted by Nc� Obviously� for a square without faces on #� we have

Nc � ��
The local sti�ness matrix AC on a square C � Ch is given by

�ACuc�vc�Nc �
P
��C

�
kx�

�u
�x �

�v
�x�� � ky�

�u
�y �

�v
�y �� � c��u� v��

�
�


u� v � V C
h �

������

Note that the matrices AC are positive de	nite when �C � #� �� � and at least semide	nite
otherwise �if c� �� � then all the matrices AC are positive de	nite�� The global sti�ness matrix
is determined by assembling the local sti�ness matrices�

�Au�v�N �
X
C�Ch

�ACuc�vc�Nc � 
u�v � IRN � ������

To de	ne the solution procedure we divide all the unknowns in the system into two groups�

�� The 	rst group consists of the unknowns corresponding to the edges of the triangles
that are internal for each square �these are the unknowns corresponding to the nodes
marked by �� in Fig� ����� We denote these unknowns by vci�j � i� j � �� � � � � n�

�� The second group consists of all the unknowns corresponding to the edges of the squares
in partition Ch� without the faces on #� �Fig� ���� the nodes marked by �� ��
�a� First� we enumerate the unknowns on the edges perpendicular to the x
axis �nodes

� and � in Fig� ���b�� We denote these unknowns by vxi�j� i � �� � � � � n� ��
j � �� � � � � n�

�b� Second� we enumerate the unknowns on the edges perpendicular to the y
axis
�nodes � and � in Fig� ���b�� We denote these unknowns by vyi�j� i � �� � � � � n�
j � �� � � � � n� ��

Now we consider a square C that has no face on the boundary �� and enumerate the
edges sj� j � �� � � � � �� of the triangles in this square in correspondence with the partitioning
introduced above as is shown in Figure ���b� Then the local sti�ness matrix for this square
has the following form�

AC �

�
A���c A���c

A���c A���c

�
� ������
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Introducing parameter c � c�h
���� we can write

A���c � � �kx � ky � c� � A���c � AT
���c � ���kx���kx���ky ���ky� � ������

A���c �

�
����

�kx
�kx

�ky
�ky

�
����� �c

�
����

�
�

�
�

�
���� �

The splitting of the space IRN induces the presentation of the vectors� vT � �vT� �v
T
� ��

where v� � IRN� � v� � IRN� � and v� corresponds to the unknowns of the �
nd group� Obvi

ously� N� � n� and N� � N � n�� Then matrix A can be presented in the following block
form�

A �

�
A�� A��

A�� A��

�
� ������

where A�� � IR
N� 	 IRN� is a diagonal matrix�

Now denote by 'A�� � A���A��A
��
�� A�� the Schur complement ofA obtained by elimination

of the vector v�� Then A�� � 'A�� �A��A
��
�� A��� so matrix A has the form�

A �

�
'A�� �A��A

��
�� A�� A��

A�� A��

�
� ������

To understand the structure of the Schur complement 'A�� let us write explicitly the matrix
equation

Av � g

in terms of the unknowns vci�j � vxi�j � and vyi�j� For any square C�i�j� � �� �� � we have�

��kx � ky � c�vci�j � �kx�vxi�j � vxi���j�� �ky�vyi�j � vyi�j��� � gci�j � i� j � �� � � � � n�

��kx � c�vxi�j � �kx�vci���j � vci�j� � gxi�j � i � �� � � � � n� j � �� � � � � n�

��ky � c�vyi�j � �ky�vci�j�� � vci�j� � gyi�j� i � �� � � � � n� j � �� � � � � n�

After eliminating the unknowns vxi�j and vyi�j we have a �
point computational scheme for
the unknowns vci�j �

��ax � �ay � b�vci�j � ax�vci���j � vci���j�� ay�vci�j�� � vci�j��� � )gci�j� ������

where

ax �
kx

� � c�kx
� ay �

ky
� � c�ky

� b � �c

�
� �

�

� � c�kx
�

�

� � c�ky

�
� ������

It is easy to see that matrix 'A�� can be represented in a tensor product form �according
to the enumeration introduced earlier in this section��

'A�� � ax�Ax � Iy� � ay�Ix �Ay� � b�Ix � Iy�� ������
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where the matrices Ix� Iy � IRn 	 IRn are identity ones� and the matrices Ax� Ay � IRn 	 IRn

are tridiagonal�

Ax � Ay �

�
�������

� �� �
�� � ��

� � �
� � �

� � �

�� � ��
� �� �

�
�������
� ������

To solve the problem with separable matrix 'A�� we can use either the discrete fast Fourier
transform ����� or an algebraic multigrid method �AMG� ��� ��� ��� ����� When an imple

mentation cost of the 	rst method is estimated by O�h�� ln �h����� the AMG methods have
the optimal order of arithmetic complexity O�h���� Since these methods are well described
in the literature we are not going to discuss them in greater detail�

��� �D problem� Partition of cube into � tetrahedra

In this section we consider multilevel preconditioners for ����� based on the partitioning of
the regular parallelepipeds into tetrahedral substructures� following the ideas in ���� ���� Here
we treat the case where � is a unit cube and K�x� is a diagonal tensor�

����� Two level preconditioners

Let Ch � fC�i�j�k�g be a partition of � into uniform cubes with length h � ��n� where
�xi� yj� zk� is the right back upper corner of the cube C�i�j�k�� Next� each cube C�i�j�k� is

divided into two prisms P� � P
�i�j�k�
� and P� � P

�i�j�k�
� as shown in Figure ���� The resulting

partition of � is denoted by Ph� Finally� we divide each prism into three tetrahedra as
illustrated in Figure ��� and denote this partition of � into tetrahedra by Th�
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Figure ���� The partition of a cube into � prisms and � tetrahedra�
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Let Wc�h be the space of piecewise constants associated with Ch� and Pc�h be the L�

projection onto Wc�h� To de	ne our preconditioners� we introduce Ch � Pc�hK

�� in the
hybrid form ������ instead of Ch � PhK

��� Obviously� Lemma ��� and Proposition ��� are
still valid for this modi	cation since Th is a re	nement of Ch� With this modi	cation� C��

h

is a constant on each cube� For notational convenience� we drop the subscript h and simply
write C��

h � diag fk�� k�� k�g�
Let Vh be the nonconforming 	nite element space associated with Th as de	ned in �������

and let its dimension be N � All the unknowns on the faces of �� are excluded� For any
function vh � Vh� we denote by v � IRN the corresponding vector of its degrees of freedom�
Introduce the inner product

�u�v�N � h�
X

pi��Th
uh�pi�vh�pi�� uh� vh � Vh� ������

where the pi�s are the barycenters of the interior faces� The norm induced by ������ is
equivalent to the L�
norm on ��

For each prism P � P �i�j�k� � Ph� denote by V P
h the subspace of the restriction of the

functions from Vh into P � For each v � V P
h � we indicate by vP its corresponding vector� The

dimension of V P
h is denoted by NP � Obviously� for a prism without faces on �� its dimension

is ��� i�e� NP � ���

The local sti�ness matrix AP on the prism P � Ph is given by

�APuP �vP �NP �
X
��P

�C��
h ruh�rvh�� � ������

Then the global sti�ness matrix is determined by assembling the local sti�ness matrices�

�Au�v�N �
X
P�Ph

�APuP �vP �NP � ������

Now we consider a prism P of a cube that has no face on the boundary �� and enumerate
the faces sj � j � �� � � � � ��� of the tetrahedra in this prism as shown in Figure ���� Then the
local sti�ness matrix of this prism has the following form�

AP �
�h

�

�
A�� A��

A�� A��

�
� ������

where A�� � diag fk�� k�� k�� k�� k�� k�g and

A�� � AT
�� �

�
����

� � �k� � � �
� � � �k� � �
�k� � � � �k� �
� �k� � � � �k�

�
���� �

A�� �

�
����
k� � k� � �k� �

� k� � k� � �k�
�k� � ��k� � k�� �k�
� �k� �k� ��k� � k��

�
���� �
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�b� Prism P�

s� 	 
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�� �� �� s
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�� �� �� s 	 
�� �� �� s� 	 
�� �� �� s�� 	 
�� �� ��

Figure ���� Local enumeration of faces in prisms�
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Along with matrix AP we also introduce a new matrix BP � The purpose of introducing
BP is to simplify the graph of connectedness in the local sti�ness matrix in such a way that
the kernel is preserved and the elimination of the internal for the prism unknowns leads to a
simplier Schur complement� Matrix BP is de	ned on the same space V P

h by

BP �
�h

�

�
A�� A��

A�� B��

�
� ������

where

B�� �

�
����
k� � k� � b �b �k� �

�b k� � k� � b � �k�
�k� � �k� � k� �
� �k� � �k� � k�

�
���� �

with a parameter b� This parameter will be chosen in such a way that matrix BP is spectrally
equivalent to AP �with respect to the kernel� with a possibly smallest relative condition
number�

Proposition ��� It holds that Ker AP � Ker BP �

Proof� It is easy to see from the de	nitions of AP and BP that Ker AP � Ker BP � fv �
�v�� v�� � � � � v���

T � IR�� � vi � v�� i � �� � � � � ��g� �

Remark ��� If the prism P � Ph has a face on ��� then matrix AP does not have the
rows and columns which correspond to the nodes on that face� and the modi	cation of B�� is
obvious�

Now we de	ne the N �N matrix B by the following equality�

�Bu�v�N �
X
P�Ph

�BPuP �vP �NP � 
u�v � IRN � ������

Since matrix B is used for preconditioning the original problem ������ it is important to
estimate the condition number of B��A� Thus� we consider an eigenvalue problem�

Au � �Bu� ������

Lemma ��� Let �P �� � satisfy the equality

APuP � �PB
PuP � P � Ph� uP �� �� ������

Then we have

max
�Bu�u�N 	��

�Au�u�N
�Bu�u�N

� max
P�Ph

�P and min
�Bu�u�N 	��

�Au�u�N
�Bu�u�N

� min
P�Ph

�P � ������

Proof� For each P � Ph� it follows from ������ that

�APuP �uP �NP � �P �B
PuP �uP �NP �
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Then� from the fact that all the local sti�ness matrices are nonnegative it follows that

X
P�Ph

�APuP �uP �NP �
X
P�Ph

�P �B
PuP �uP �NP

� max
P�Ph

�P
X
P�Ph

�BPuP �uP �NP �

Hence� from the de	nitions of A and B we see that

�Au�u�N � max
P�Ph

�P �Bu�u�N �

Consequently� the 	rst inequality in ������ is true� The same argument can be used to show
the second inequality� �

From Lemma ���� we see that� to estimate the condition number of B��A� it su�ces
to consider local problems ������� Using a superelement analysis ���� to estimate max

P�Ph
�P

and min
P�Ph

�P � it su�ces to treat the worst case where the prism P � Ph has no face on the

boundary ��� From ������ and ������� direct calculations show that the eigenvalues �P are
within the interval ���P � �

�
P �� where

�
P �
�

�


� �

k�
k�

�
k�
k�

�
k�
b

��
��

s
�� �k��b

�� � k��k� � k��k� � k��b��

�
� ������

Obviously� �
P depends on the parameter b� We shall choose b to minimize the ratio ��P��
�
P �

which then gives an upper bound for the condition number Cond �B��A��
Until the end of the section we shall use the following assumption�

Assumption ��� Assume that the matrix coe�cient of equation ����� is a diagonal tensor

K�x� � diag fk�� k�� k�g� where ki� i � �� �� �� are constants on each prism P � Ph� and there

exists a parameter � such that

max
P�Ph

�
k�
k�
�
k�
k�

�
� �� ������

Remark ��� Generally speaking� we need only the assumption that the coe�cient k� in some
direction multiplied by some 	xed parameter ��� is not greater than the coe�cients in the
other directions� For the sake of simplicity we assume that this is the �z
direction �

The optimal choice of b is given in the following theorem�

Theorem ��� The eigenvalues of problem ������ with the parameter b�� � k��� � k��� � k���

belong to the interval�
��� � ���

�
���

s
��

� � ��

�
A � �� � ���

�
�� �

s
��

� � ��

�
A
�
� �

and the condition number is then estimated as follows�

Cond �B��A� � � � ���
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Proof� With the choice b�� � k��� � k��� � k��� � the expression �
P can be written as

�
P �


� �

k�
k�

�
k�
k�

��
��

s
�� �

� � k�
k�

� k�
k�

�
�

Then we consider the functions

f
�x� � x

�
��

r
�� �

x

�
� x � ��

Note that f� is a nondecreasing function and f� is a nonincreasing function� Hence� the
desired result follows from the de	nition of �� �

Remark ��� If the parameter b is chosen by the simple relation b � k�� then the eigenvalues
of problem ������ belong to the interval

h
� � ��

p
�� � ��� � � ��

p
�� � ��

i
�

and the condition number is thus estimated by

Cond �B��A� � � � ��� ����

We stress that the condition number of matrixB��A is bounded by a constant independent
of the step size of mesh h� Since we introduced a two level subdivision� matrix B can be
referred to as a two level preconditioner�

Remark ��� Because the condition number of matrix B��A depends on the value of the
parameter � it is very important to choose the �z
direction in the proper way� Note that we
can always rearrange the coordinate axes �make a change of coordinates� to ensure Assumption
����

����� Three level preconditioners

While preconditionerB has good properties� it is not economical to invert it� In this subsection
we propose a modi	cation of matrix B and consider its properties and computational scheme�
Toward the end of this section� we divide all unknowns in the system into two groups�

�� The 	rst group consists of all the unknowns corresponding to the faces of the prisms in
partition Ph� excluding the faces on �� �see Figure �����

�� The second group consists of the unknowns corresponding to the faces of the tetrahedra
that are internal for each prism �these are faces s and s�� in Figure �����

This splitting of the space IRN induces the presentation of the vectors� v � �vT� �v
T
� �

T � where
v� � IRN� and v� � IRN� � Obviously� N� � N � �n�� Then matrix B can be presented in the
following block form�

B �

�
B�� B��

B�� B��

�
� dim B�� � N�� ������
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Now we denote by 'B�� � B�� � B��B
��
�� B�� the Schur complement of B obtained by

elimination of vector v�� Then B�� � 'B�� �B��B
��
�� B��� and hence matrix B has the form�

B �

�
'B�� �B��B

��
�� B�� B��

B�� B��

�
� ������

Note that for each prism P � Ph the unknowns on faces s and s�� �see Figure ���� are
connected only with the unknowns associated with this prism and therefore can be eliminated
locally� that is� matrix B�� is block diagonal with � � � blocks and can be inverted locally
�prism by prism�� Thus� matrix 'B�� is easily computable� The proposed modi	cation of
matrix B in ������ is of the form

)B �

�
)B� �B��B

��
�� B�� B��

B�� B��

�
�

where )B� is to be de	ned later�

������� Group partitioning of grid points

For the sake of simplicity of representation of matrices and computational schemes we intro


duce the partitioning of all nodes in �Th into the following three groups� Denote by s
�i�j�k�
r�l�m

the face of the cube C�i�j�k� with vertices r� l�m �see Figure �����
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Figure ���� Enumeration of the vertices of a cube C�i�j�k��

�� First� we group the nodes on the faces

s
�i�j�k�
����� and s

�i�j�k�
����� � i� j� k � �� n�

we denote the unknowns at these nodes by V I
�i�j�k�
� � � � �� �� i� j� k � �� n�

�� Second� we number the nodes on the faces perpendicular to x� y� and z axes�

�i� s
�i�j�k�
����� � s

�i�j�k�
����� � i � �� n� j� k � �� n�

we denote the unknowns at these nodes by V x
�i�j�k�
� � � � �� �� i � �� n� j� k � �� n�

�ii� s
�i�j�k�
����� � s

�i�j�k�
����� � j � �� n� i� k � �� n�
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we denote the unknowns at these nodes by V y
�i�j�k�
� � � � �� �� j � �� n� i� k � �� n�

�iii� s
�i�j�k�
����� � s

�i�j�k�
����� � i� j � �� n� k � �� n�

we denote the unknowns at these nodes by V z
�i�j�k�
� � � � �� �� i� j � �� n� k � �� n�

�� Finally� we number the remaining nodes on the faces

s
�i�j�k�
����� � s

�i�j�k�
����� � s

�i�j�k�
����� � s

�i�j�k�
����� � i� j� k � �� n�

we denote the unknowns at these nodes by V A
�i�j�k�
� � � � �� �� i� j� k � �� n�

������� De�nition of the preconditioner

We partition each cube C�i�j�k� into left and right prisms P
�i�j�k�
p � p � �� � �see Fig� ����� Below

we skip the indices ,�i� j� k�� and the superscript ,P � when no ambiguity occurs�

In the local numeration �see Fig ���� matrices B� and B�� corresponding to the left and
right prisms have the form ������� We rewrite these matrices in the above group partitioning�

B� �
�h

�

�
������������������

k��k��b �b �k� � � � � � �k� �
�b k��k��b � � � �k� � � � �k�
�k� � k� � � � � � � �
� � � k� � � � � � �k�
� � � � k� � � � �k� �
� �k� � � � k� � � � �
� � � � � � k� � �k� �
� � � � � � � k� � �k�
�k� � � � �k� � �k� � �k��k� �
� �k� � �k� � � � �k� � �k��k�

�
������������������

�

B� �
�h

�

�
������������������

k��k��b �b � � �k� � � � �k� �
�b k��k��b � �k� � � � � � �k�
� � k� � � � � � �k� �
� �k� � k� � � � � � �
�k� � � � k� � � � � �
� � � � � k� � � � �k�
� � � � � � k� � �k� �
� � � � � � � k� � �k�
�k� � �k� � � � �k� � �k��k� �
� �k� � � � �k� � �k� � �k��k�

�
������������������

�

The partitioning of nodes into the above three groups induces the following block forms
of matrices Bp� p � �� ��

Bp �

�
B���p B���p

B���p B���p

�
� p � �� �� ������
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where blocks B���p correspond to the unknowns of the last group and blocks B���p correspond
to the unknowns of the 	rst and second groups�

We eliminate the unknowns of the last group from each matrix Bp� p � �� �� which is done
locally on each prism� Then we get the matrices

'B���p � B���p �B���pB
��
���pB���p� p � �� ��

where

B����B
��
����B���� �

�h

�

�
�����������������

k��
�k��k�

� � �
k��

�k��k�
� k�k�

�k��k�
�

�
k��

�k��k�
�

k��
�k��k�

� � � k�k�
�k��k�

� � � � � � � �

�
k��

�k��k�
�

k��
�k��k�

� � � k�k�
�k��k�

k��
�k��k�

� � �
k��

�k��k�
� k�k�

�k��k�
�

� � � � � � � �
k�k�

�k��k�
� � � k�k�

�k��k�
�

k��
�k��k�

�

� k�k�
�k��k�

� k�k�
�k��k�

� � �
k��

�k��k�

�
�����������������

�

and a similar expression holds for B����B
��
����B�����

Following ����� we introduce on each prism a modi	cation of matrices 'B���p�

B� �
�h

�

�
���������������

k��k��b�s� �b �k� � �k� � �s��� �s���
�b k��k��b�s� � �k� � �k� �s��� �s���
�k� � k� � � � � �
� �k� � k� � � � �
�k� � � � k� � � �
� �k� � � � k� � �

�s��� �s��� � � � �
s��s�

�
�

�s��� �s��� � � � � �
s��s�

�

�
���������������

�

with some parameters s� and s��

Proposition ��� Matrices 'B���p� p � �� �� and B� have the same kernel� i�e�

Ker 'B���p � Ker B��

Proof� It can be easily checked that Ker 'B���p � Ker B� � fv � �v�� v�� � � � � v��
T � IR� � vi �

v�� i � �� � � � � �g� p � �� �� �

Now we consider the eigenvalue problem

'B���pu � �B�u� u � IR� nKer B�� p � �� �� ������

with the following choices of s� and s��
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Proposition ��� For the case of si � �kik����ki � k��� i � �� �� the eigenvalues of problem

������ belong to the interval�
� � ��

� � ��
��� �p

�
��

� � ��

� � ��
�� �

�p
�
�

 
�

If we choose si � maxfki� k�g� i � �� �� the eigenvalues of problem ������ are within the

interval �
� � �

� � ��
��� �p

�
��

� � �

� � ��
�� �

�p
�
�

 
�

Both cases have the same estimate of the condition number

Cond �B��
�

'B���p� � � �
p
��

where the condition number is de�ned as the ratio of the biggest and the smallest nonzero

eigenvalues of problem �������

Proof� A direct calculation shows that � � ���� ��� where

�� � min
i����

�

� ki
�ki � �k�


� �

k�
ki

�
�k�
si

��
���

s
�� k����kisi� � �k��si

� � k��ki � �k��si

�
A
��
� �

and

�� � max
i����

�

� ki
�ki � �k�


� �

k�
ki

�
�k�
si

��
�� �

s
�� k����kisi� � �k��si

� � k��ki � �k��si

�
A
��
� �

With si � �kik����ki � k��� i � �� �� and the de	nition of �� it can be seen as in Theorem ���
that

�� � � � ��

� � ��

�
���

s
�� � � ���� � ����

� � ��

�
A �

and

�� � � � ��

� � ��

�
�� �

s
�� � � ���� � ����

� � ��

�
A �

Note that

�� � � ���� � ����

� � ��
� �

�
�

so that the 	rst case follows� The same argument applies to the second case� �
Now we de	ne a new matrix on each prism�

)Bp �

�
B� �B���pB

��
���pB���p B���p

B���p B���p

�
� p � �� �� ������

As we noted in Remark ��� on page ��� when the cube C has nonempty intersection with ���
matrices B�� B���p� and B���p� p � �� �� do not have the rows and columns corresponding to
the nodes on the boundary�

For each prism P � Ph we now consider the eigenvalue problem�

BPu � � )BPu� ������

where BP � BP
p is de	ned in ������ and )BP � )BP

p in ������� p � �� �� Below we consider only
the simplest choice� si � maxfki� k�g� i � �� ��
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Proposition ��� The eigenvalues of problem ������ belong to the interval�
� � �

� � ��
��� �p

�
��

� � �

� � ��
�� �

�p
�
�

 
�

Moreover� on each prism P � Ph the eigenvalues of the problem

APu � � )BPu� ������

are within the interval ���� ���� where

�
 � �� � ���

�
���

s
��

� � ��

�
A � � �

� � ��


�� �p

�

�
�

Proof� The 	rst statement follows directly from Proposition ���� and the second one then
follows from Theorem ���� �

Now we de	ne the symmetric positive
de	nite N� �N� matrix )B� by

� )B�u��v�� �
X
P�Ph

�B�u��P �v��P ��

where v��u� � IRN� � and u��P and v��P are their respective restrictions on prism P � As in
������� we introduce the matrix

)B �

�
)B� �B��B

��
�� B�� B��

B�� B��

�
� ������

Using Proposition ��� and the same proof as in Theorem ���� we have the following theo

rem�

Theorem ��� Matrix )B de�ned in ������ is spectrally equivalent to matrix A� i�e�

�� )B � A � �� )B�

Moreover�

Cond � )B��A� � � � ����� � �� � �k��� �
p
��� ������

Instead of matrix B in the form from ������ we take matrix )B from ������ as a precondi

tioner for matrix A� Because we have introduced a two
level subdivision of matrix )B�� matrix
)B can be considered a three
level preconditioner�

As we noted earlier� matrix B�� is block
diagonal and can be inverted locally on prisms�
So we concentrate on the linear system

)B�u � G� ������

In terms of the group partitioning in Section �������� matrix )B� has the block form�

)B� �

�
C�� C��

C�� C��

�
� ������
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where block C�� corresponds to the nodes from the second group� which are on the faces of
tetrahedra perpendicular to the coordinate axes� From the de	nition of B�� it can be seen
that matrix C�� is diagonal� In the above partitioning� we present u and G in ������ in the
form�

u �

�
u�
u�

�
� G �

�
G�

G�

�
�

Then� after elimination of the second group of unknowns�

u� � C��
�� �G� � C��u���

we get the system of linear equations

�C�� � C��C
��
�� C���u� � G� � C��C

��
�� G� � )G��

where vector u� and block C�� correspond to the unknowns from the 	rst group� which have
only two unknowns per cube� The dimension of vectors u� andG� is equal to dim �u�� � �n��
The above simpli	cation of ������ is carried out in detail in the next subsection�

Remark ��	 We note that all the estimates in this section depend on parameter � introduced
in Assumption ��� �see page ���� Hence� it is very important to arrange the coordinate axes
in such a way that parameter � has the smallest value�

Remark ��
 Note that the estimate of the condition number of the preconditioned matrix
������ is proportional to the value of parameter �� In some sense we bene	t from anisotropy�
The smaller the coe�cient k� of matrix K �the coe�cient in the �z
direction � the better the
preconditioner B�

������� Computational scheme

We now consider the computational scheme for ������� In terms of the unknowns introduced
in Section ��������

uI
�i�j�k�
� � GI

�i�j�k�
� � � � �� �� i� j� k � �� n�

ux
�i�j�k�
� � Gx

�i�j�k�
� � � � �� �� i � �� n� j� k � �� n�

uy
�i�j�k�
� � Gy

�i�j�k�
� � � � �� �� j � �� n� i� k � �� n�

uz
�i�j�k�
� � Gz

�i�j�k�
� � � � �� �� k � �� n� i� j � �� n�

system ������ with K�x� � diag f�� �� �g can be written as

�

�

�
�� ��
�� ��

�
uI�i�j�k� �

�
��� �i��ux

�i���j�k� � ��� �in�ux
�i�j�k�

�
�
�
��� �j��uy

�i�j���k� � ��� �jn�uy
�i�j�k�

�

��

�

�
� �
� �

� �
��� �k��uz

�i�j�k��� � ��� �kn�uz
�i�j�k�

�

�
�

�h
GI�i�j�k�� i� j� k � �� n�

������
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and

�ux�i�j�k� � uI�i���j�k� � uI�i�j�k� �
�

�h
Gx�i�j�k�� i � �� n� �� j� k � �� n�

�uy�i�j�k� � uI�i�j���k� � uI�i�j�k� �
�

�h
Gy�i�j�k�� j � �� n� �� i� k � �� n�

�uz�i�j�k� � �

�

�
� �
� �

�
uI�i�j�k��� � �

�

�
� �
� �

�
uI�i�j�k� �

�

�h
Gz�i�j�k��

k � �� n� �� i� j � �� n�

������

where �ij �the Kronecker symbol� is introduced to take into account the Dirichlet boundary

conditions� Eliminating unknowns ux
�i�j�k�
� � uy

�i�j�k�
� � uz

�i�j�k�
� � � � �� �� from equations �������

we obtain the block �seven
point scheme with ���
blocks for the unknowns uI
�i�j�k�
� � � � �� ��

i� j� k � �� n� From ������ we have

ux�i�j�k� �
�

�h
Gx�i�j�k� �

�

�

�
uI�i���j�k� � uI�i�j�k�

�
� i � �� n� �� j� k � �� n�

uy�i�j�k� �
�

�h
Gy�i�j�k� �

�

�

�
uI�i�j���k� � uI�i�j�k�

�
� j � �� n� �� i� k � �� n�

uz�i�j�k� �
�

�h
Gz�i�j�k� �

�

�

�
� �
� �

� �
uI�i�j�k��� � uI�i�j�k�

�
� k � �� n� �� i� j � �� n�

������
Substituting ������ into ������� we see that

�

�

�
�� ��
�� ��

�
uI�i�j�k�

��

�

�
��� �i��

�
uI�i���j�k� � uI�i�j�k�

�
� ��� �in�

�
uI�i���j�k� � uI�i�j�k�

��

��

�

�
��� �j��

�
uI�i�j���k� � uI�i�j�k�

�
� ��� �jn�

�
uI�i�j���k� � uI�i�j�k�

��

��

�

�
� �
� �

� �
��� �k��

�
uI�i�j�k��� � uI�i�j�k�

�
� ��� �kn�

�
uI�i�j�k��� � uI�i�j�k�

��
� g�i�j�k�� i� j� k � �� n�

������

where

g�i�j�k� �
�

�h

�
GI�i�j�k� �

�

�

�
��� �i��Gx

�i���j�k� � ��� �in�Gx
�i�j�k�

�
�
�

�

�
��� �j��Gy

�i�j���k� � �� � �jn�Gy
�i�j�k�

�

�
�

�

�
� �
� �

� �
�� � �k��Gz

�i�j�k��� � ��� �kn�Gz
�i�j�k�

��
�

������

To solve system ������ we introduce the rotation matrix

Q �
�p
�

�
� �

�� �

�
�

and new vectors v�i�j�k� � �v
�i�j�k�
� � v

�i�j�k�
� �T � i� j� k � �� n� given by

v�i�j�k� � Q � uI�i�j�k�� i� j� k � �� n� ������
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Then multiplying both sides of matrix equation ������ by matrix Q and using the relation

uI�i�j�k� � QT � v�i�j�k�� i� j� k � �� n� ������

we obtain the following problem for the unknowns v�i�j�k���
� �
� ����

�
v�i�j�k�

��

�

�
��� �i��

�
v�i���j�k� � v�i�j�k�

�
� ��� �in�

�
v�i���j�k� � v�i�j�k�

��

��

�

�
��� �j��

�
v�i�j���k� � v�i�j�k�

�
� ��� �jn�

�
v�i�j���k� � v�i�j�k�

��

��

�

�
� �
� �

� �
��� �k��

�
v�i�j�k��� � v�i�j�k�

�
� ��� �kn�

�
v�i�j�k��� � v�i�j�k�

��
� Q � g�i�j�k� � )g�i�j�k�� i� j� k � �� n�

������

It is easy to see that problem ������ can be decomposed into the following two independent
problems�

�v
�i�j�k�
� ���� �i��

�
�

�
v
�i���j�k�
� � v

�i�j�k�
�

�
� ��� �in�

�
�

�
v
�i���j�k�
� � v

�i�j�k�
�

�
���� �j��

�
�

�
v
�i�j���k�
� � v

�i�j�k�
�

�
� ��� �jn�

�
�

�
v
�i�j���k�
� � v

�i�j�k�
�

�
���� �k��

�
�

�
v
�i�j�k���
� � v

�i�j�k�
�

�
� ��� �kn�

�
�

�
v
�i�j�k���
� � v

�i�j�k�
�

�
� )g

�i�j�k�
� �

i� j� k � �� n�
������

and

��

�
v
�i�j�k�
� ���� �i��

�
�

�
v
�i���j�k�
� � v

�i�j�k�
�

�
� ��� �in�

�
�

�
v
�i���j�k�
� � v

�i�j�k�
�

�
���� �j��

�
�

�
v
�i�j���k�
� � v

�i�j�k�
�

�
� ��� �jn�

�
�

�
v
�i�j���k�
� � v

�i�j�k�
�

�
� )g

�i�j�k�
� �

i� j � �� n� 
 k � �� n�
������

Hence� we reduced linear system ������ of dimension ��n�� to one linear system of equations
������ of dimension n� and n linear systems of equations ������ of dimension n��

Again� for all these problems we can use either the method of separation of variables �����
or an algebraic multigrid method ��� ��� ��� ����� An implementation cost of the 	rst method
is estimated by O�h�� ln �h����� The AMG methods have the optimal order of arithmetic
complexity O�h���� For completeness we describe below the method of separation of variables�

After we 	nd the solution of problems ������ and ������ we easily retrieve vectors uI�i�j�k�

by using relations �������

������� A method of separation of variables

In this section we consider a method of separation of variables for solving problems ������
and ������� Problem ������ can be represented in the form�

C���v� � )g�� v�� )g� � IRn� � ������
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where

C��� � C� � I� � I� � I� � C� � I� � I� � I� � C��

I� is the �n � n�
identity matrix� � denotes the tensor product of matrices� and C� has the
form�

C� �
�

�

�
�������

� ��
�� � ��

� � �
� � �

� � �

�� � ��
�� �

�
�������
� ������

If C� is factorized by

C� � Q�-�Q
T
� �

where -� is an �n�n�
diagonal matrix and Q� is an �n�n�
orthogonal matrix �Q��
� � QT

� ��
then matrix C��� can be rewritten as follows�

C��� � Q���-���Q����

where
Q��� � Q� �Q� �Q��

-��� � -� � I� � I� � I� � -� � I� � I� � I� � -��

Note that Q��� is an �n��n��
orthogonal matrix and -��� is an �n��n��
diagonal matrix�
We can now use the following method to solve system �������

��� )f� �
�
Q���

�T
)g��

��� -���w � )f��

��� v� � Q���w�

������

The same argument can be exploited to solve ������� The problem can be rewritten as

C���v� � )g�� v�� )g� � IRn� � ������

where

C��� � K� � I� � I� �K��

and the �n� n�
matrix K� is given by

K� �
�

�

�
�������

�� ��
�� �� ��

� � �
� � �

� � �

�� �� ��
�� ��

�
�������
�

Again� if we write K� as

K� � R�D�R
T
� �
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where D� is an �n�n�
diagonal matrix and R� is an �n�n�
orthogonal matrix� we can rewrite
matrix C��� as follows�

C��� � Q���-���Q���T �

where Q��� � R� �R� and -��� � D� � I� � I� �D�� Then system ������ can be solved with
the following method�

��� )f� �
�
Q���

�T
)g��

��� -���w � )f��

��� v� � Q���w�

������

��� �D problem� Partition of cube into � tetrahedra

To explain our approach in this case we again consider the model problem when � is a unit
cube in IR�� #� is a union of some faces of �� the boundary conditions are homogeneous� and
K�x� satis	es the following assumption�

Assumption ��� Assume that the coe�cient matrix of equation ����� is a diagonal tensor

K�x� � diagfk�� k�� k�g� where ki� i � �� �� �� are constants over the cube � such that � �
min fk��k�� k��k�g � ��

Remark ��� In fact� we need only the assumption that coe�cient k� in some direction is
not less then the coe�cients in the other directions� For the sake of de	niteness we assume
that this is the �z
direction �

Note that the extension of the method to the case in which � is a union of parallelepipeds
is straightforward�

Let Ch � fC�i�j�k�g be a partition of � into uniform cubes with edge length h � ��n� here
�xi� yj � zk� is the right back upper corner of cube C�i�j�k�� Next� we divide each cube C�i�j�k�

into � tetrahedra as shown in Figure ���� We denote this partitioning of � into tetrahedra
by Th� Note that we have two types of partitioning of cubes C�i�j�k� into tetrahedra� the cube
with one type of partitioning having all the adjacent cubes of another type�

�
��

�
��

�
��

�
��

�
��

�
��

Figure ���� Partition of cubes C�i�j�k� into � tetrahedra�

We introduce the set of barycenters of all the faces of the tetrahedral partition of � and the
setQh of those barycenters that do not belong to #�� The Crouzeix
Raviart P��nonconforming
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	nite element space Vh is de	ned by

Vh �
n
v � L���� � vjT � P��T �� 
T � Th� v is continuous at the barycenters

from Qh and vanishes at the barycenters of faces on #�
o
�

������

Let its dimension be N � Note that N � ��n�� Remember that in the case of splitting each
cube into six tetrahedra the number of degrees of freedom is N � ��n��

Below we use the same notation as in Sections ��� and ���� For each cube C � C�i�j�k� � Ch�
we denote by V C

h the subspace of the restriction of the functions in Vh into C� For each
vh � V C

h � we indicate by vc the corresponding vector� The dimension of V C
h is denoted by

Nc� Obviously� for a cube without faces on #� we have Nc � ���
The local sti�ness matrix AC for a cube C � Ch is given by

�ACuc�vc�Nc �
X
��C

�K�x�ruh�rvh�� � 
uh� vh � V C
h � ������

Note that matrices AC are positive de	nite when C �#� �� � and semide	nite otherwise� The
global sti�ness matrix is determined by assembling the local sti�ness matrices�

�Au�v�N �
X
C�Ch

�ACuc�vc�Nc � 
u�v � IRN � ������

����� Algebraic substructuring preconditioner

In this section we construct the algebraic substructuring preconditioner outlined in Introduc

tion ��� of this chapter� Toward the end of the section� we divide all the unknowns in the
system into two groups�

�� The 	rst group consists of the unknowns corresponding to the faces of the tetrahedra
that are internal for each cube �these are the unknowns on faces �� �� � and � in Figure

����� We denote these unknowns by V I
�i�j�k�
l � l � �� �� �� �� i� j� k � �� n�

�� The second group consists of all the unknowns corresponding to the faces of the cubes
in partition Ch� without the faces on #� �Figure ���� faces �� �� � � � � ����

�a� First� we number the unknowns on the faces perpendicular to the x
axis �faces ��

�� ��� ���� We denote these unknowns by V x
�i�j�k�
l � l � �� �� i � �� n� �� j� k � �� n�

�b� Second� we number the unknowns on the faces perpendicular to the y
axis �faces ��

�� ��� ���� We denote these unknowns by V y
�i�j�k�
l � l � �� �� j � �� n� �� i� k � �� n�

�c� Finally� we number the unknowns on the faces perpendicular to the z
axis �faces

�� ��� ��� ���� We denote these unknowns by V z
�i�j�k�
l � l � �� �� k � �� n� ��

i� j � �� n�

Now we consider a cube C that has no face on the boundary �� and number the faces sj�
j � �� � � � � ��� of the tetrahedra in this cube in accordance with the partitioning introduced
above as is shown in Figure ���� Then the local sti�ness matrix of this cube has the following
form�

AC �
�h

�

�
A���c A���c

A���c A���c

�
� ������
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�b� Cube of type II

Figure ���� Local enumeration of faces in cubes�

where

A���c � �k� � k� � k�� Ic �
�

�
�k�T� � k�T� � k�T�� � ������

T� �

�
����

� �� �� �
�� � � ��
�� � � ��
� �� �� �

�
���� � T� �

�
����

� � �� ��
� � �� ��

�� �� � �
�� �� � �

�
���� � T� �

�
����

� �� � ��
�� � �� �
� �� � ��

�� � �� �

�
���� �

Ic �

�
����

�
�

�
�

�
���� � A���c �

�
����
D

D
D

D

�
���� � D �

�
�� k� � �

� k� �
� � k�

�
�� �

A���c �

�
����
�k� �k� �k� � � � � � � � � �
� � � �k� �k� �k� � � � � � �
� � � � � � �k� �k� �k� � � �
� � � � � � � � � �k� �k� �k�

�
���� �
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Along with matrix AC we introduce on each cube C � Ch matrix BC

BC � AC �
�h

�

�
)B���c �
� �

�
� ������

where )B���c � �k� � k��T�� Thus� matrix BC can be represented in the form�

BC �
�h

�

�
B���c A���c

A���c A���c

�
�

where B���c � �k� � k� � k�� I���c �
�
� �k��T� � T�� � k��T� � T�� � k�T���

Note that Ker AC � Ker BC �
We now de	ne the N �N matrix B by the following equality�

�Bu�v�N �
X
C�Ch

�BCuc�vc�NC � 
u�v � IRN � ������

From Lemma ��� we see that to estimate the condition number of B��A� it is su�cient
to consider the local eigenvalue problems for �c �� �

ACuc � �cB
Cuc� uc �� �� uc � IRNc �

By direct calculations� from ������ and ������� we 	nd that the eigenvalues �c belong to the
interval ����� �� provided Assumption ����

Then the inequalities ����� and ����� yield�

Proposition ��	 Suppose that the coe�cient matrix of equation ����� is a diagonal tensor

K�x� � diagfk�� k�� k�g� where ki� i � �� �� �� are constants over cube � such that � �
min fk��k�� k��k�g � ��

Then eigenvalues of the problem

Au � �Bu ������

belong to the interval ����� � ��� �� and thus the condition number is estimated by

Cond �B��A� � � � ��� � ��

We emphasize that the condition number of matrix B��A is bounded by a constant inde

pendent of mesh
size h and the values of coe�cients ki� i � �� �� �� when k� � max fk�� k�g�

Splitting the space IRN into two groups induces a vector presentation� vT � �vT� �v
T
� ��

where v� � IRN� and v� � IRN� � here v� corresponds to the unknowns of the �
nd group�
Obviously� N� � �n� and N� � N � �n�� Then matrices A and B can be represented in the
following block form�

A �

�
A�� A��

A�� A��

�
� B �

�
B�� A��

A�� A��

�
� ������

where B�� � IR
N� 	 IRN� �

Now denote by 'B�� � B���A��A
��
�� A�� the Schur complement of B obtained by elimina


tion of the vector v�� Then B�� � 'B�� �A��A
��
�� A�� and hence matrix B have the form�

B �

�
'B�� �A��A

��
�� A�� A��

A�� A��

�
� ������
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Note that for each cube C � Ch the unknowns of the �
nd group �unknowns on the faces
�� �� � � � � ��� in the local numbering� see Figure ���� are only connected with the unknowns of
the �
st group� and therefore matrix A�� is diagonal� Thus� matrix 'B�� is easily computable�
The important fact which can be established by direct computations is that matrix 'B�� can
be obtained by assembling local matrices 'B���c � B���c �A���cA

��
���cA���c�

� 'B��u��v�� �
X
C�Ch

� 'B���cu��c�v��c�� 
u��v� � IRN�

over all cubes� Here u��c is a restriction of u� into the nodes of the 	rst group of cube C � Ch
and dim u��c � ��

Remark ��� The dimension of matrix 'B�� is approximately ��� times smaller than the order
of matrix A�

Now we need to develop a preconditioner for matrix 'B��� Below we show that using
algebraic substructuring we can construct a sparse separable matrix )B�� spectrally equivalent
to 'B�� so that the resulting matrix

)B �

�
)B�� �A��A

��
�� A�� A��

A�� A��

�
� ������

is spectrally equivalent to initial matrix A� In this case we shall use the method of separation
of variables in order to solve the system of linear equations with matrix )B���

First� consider the linear system
Bv � g� ������

Let us write explicitly the elements of Bv for the Dirichlet boundary conditions on the whole
boundary �� in terms of the unknowns introduced earlier in this section� i�e� in terms of

gi
�i�j�k�
� � V I

�i�j�k�
� � � � �� �� �� � i� j� k � �� n�

gx
�i�j�k�
� � V x

�i�j�k�
� � � � �� �� i � �� n� �� j� k � �� n�

gy
�i�j�k�
� � V y

�i�j�k�
� � � � �� �� j � �� n� �� i� k � �� n�

gz
�i�j�k�
� � V z

�i�j�k�
� � � � �� �� k � �� n� �� i� j � �� n�

������

Below we use the function

�ik �

�
�� i � k
�� i �� k

to take into account the Dirichlet boundary conditions and a vector

vr�i�j�k� �

�
vr

�i�j�k�
�

vr
�i�j�k�
�

�
� IR�

to denote variables �������
Note that the technique of constructing a separable matrix )B�� in the case of #� ��  when

#� is the union of entire faces of cube �� is the same�
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The above equations are di�erent for di�erent types of cubes� For any cube of type I �see
Fig� ���� we have

�
�k� � k� � k��Ic �

�

�
�k��T� � T�� � k��T� � T�� � k�T��

�
VI�i�j�k�� ������

���� �i��k�

�
����

� �
� �
� �
� �

�
����Vx�i���j�k� � ��� �in�k�

�
����

� �
� �
� �
� �

�
����Vx�i�j�k�

���� �j��k�

�
����

� �
� �
� �
� �

�
����Vy�i�j���k� � ��� �jn�k�

�
����

� �
� �
� �
� �

�
����Vy�i�j�k�

���� �k��k�

�
����

� �
� �
� �
� �

�
����Vz�i�j�k��� � ��� �kn�k�

�
����

� �
� �
� �
� �

�
����Vz�i�j�k� �

�
�
�h

�
gi�i�j�k��

�k�Vx
�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k�� k�

�
� � � �
� � � �

�
VI�i���j�k� �

�
�
�h

�
gx�i�j�k��

�k�Vy
�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j���k� �

�
�
�h

�
gy�i�j�k��

�k�Vz
�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k��� �

�
�
�h

�
gz�i�j�k��

������

For any cube of type II the entries of the unknownsVx�i�j�k� are di�erent from the previous
ones� �

�k� � k� � k��Ic �
�

�
�k��T� � T�� � k��T� � T�� � k�T��

�
VI�i�j�k�� ������

���� �i��k�

�
����

� �
� �
� �
� �

�
����Vx�i���j�k� � ��� �in�k�

�
����

� �
� �
� �
� �

�
����Vx�i�j�k�

���� �j��k�

�
����

� �
� �
� �
� �

�
����Vy�i�j���k� � ��� �jn�k�

�
����

� �
� �
� �
� �

�
����Vy�i�j�k�

���� �k��k�

�
����

� �
� �
� �
� �

�
����Vz�i�j�k��� � ��� �kn�k�

�
����

� �
� �
� �
� �

�
����Vz�i�j�k� �

�
�
�h

�
gi�i�j�k��
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�k�Vx
�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k�� k�

�
� � � �
� � � �

�
VI�i���j�k� �

�
�
�h

�
gx�i�j�k��

�k�Vy
�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j���k� �

�
�
�h

�
gy�i�j�k��

�k�Vz
�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k�� k�

�
� � � �
� � � �

�
VI�i�j�k��� �

�
�
�h

�
gz�i�j�k��

������

Note that

�
��T� � T�� �

�
����

� �� � �
�� � � �
� � � ��
� � �� �

�
���� � �

��T� � T�� �

�
����

� � � ��
� � �� �
� �� � �

�� � � �

�
���� �

After eliminating the unknowns Vx�i�j�k�� Vy�i�j�k�� Vz�i�j�k� from equations ������ and
������ we have a block ��
point computational scheme with � � �
blocks for the unknowns
VI�i�j�k��

�
'B��VI

��i�j�k� � �
�k� � k� � k��Ic �

�

�
�k��T� � T�� � k��T� � T�� � k�T��

�
VI�i�j�k��

������

���� �i��
k�
�

�
����

� � � �
� � � �
� � � �
� � � �

�
����
�
VI�i�j�k� �VI�i���j�k�

�

���� �in�
k�
�

�
����

� � � �
� � � �
� � � �
� � � �

�
����
�
VI�i�j�k� �VI�i���j�k�

�

���� �j��
k�
�

�
BBB�
�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k� �

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j���k�

�
CCCA

���� �jn�
k�
�

�
BBB�
�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k� �

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j���k�

�
CCCA

���� �k��
k�
�

�
BBB�
�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k� �

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k���

�
CCCA
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���� �kn�
k�
�

�
BBB�
�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k� �

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k���

�
CCCA �

i� j� k � �� � � � � n�

Along with the Schur matrix 'B�� we de	ne matrix )B�� in the form�

�
)B��VI

��i�j�k� � �
�k� � k� �

�

�
k��Ic �

�

�
�k��T� � T�� � k��T� � T�� � k�T��

�
VI�i�j�k��

������

���� �i��
k�
�
VI�i���j�k� � ��� �in�

k�
�
VI�i���j�k�

���� �j��
k�
�

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j���k� � ��� �jn�

k�
�

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j���k�

���� �k��
k�
�

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k��� � ��� �kn�

k�
�

�
����

� � � �
� � � �
� � � �
� � � �

�
����VI�i�j�k����

i� j� k � �� � � � � n�

Let us consider an eigenvalue problem

'B��u � � )B��u� u � IRN� � ������

Proposition ��
 The eigenvalues of problem ������ belong to the interval ����� ���

Proof� Note 	rst that matrices 'B�� and )B�� may be represented in the form�

'B�� � k� 'B
��� � k� 'B

��� � k� 'B
����

)B�� � k� )B
��� � k� )B

��� � k� 'B
����

������

where matrices 'B�i�� i � �� �� �� and )B�j�� j � �� �� do not depend on the coe�cients of the
problem� k�� k�� k��

Since all the components on the right
hand sides are nonnegative we can estimate eigen

values � of problem ������ by inequalities

min
i����

n
�
�i�
min� �

o
� � � max

i����

n
��i�max� �

o
� ������

where �
�i�
� are the extremal eigenvalues of the auxiliary problems

'B�i�u � ��i� )B�i�u� i � �� ��

Direct calculations show that ��i� � ����� ��� Taking into account inequalities ������ we get
the above proposition� �

Using Propositions ��� and ���� and Lemma ��� we have the following theorem�
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Theorem ��� Suppose that the coe�cient matrix of equation ����� is a diagonal tensor

K�x� � diagfk�� k�� k�g� where ki� i � �� �� �� are constants over cube � such that � �
min fk��k�� k��k�g � ��

Then matrix )B de�ned in ������ with block )B�� de�ned in ������ is spectrally equivalent

to matrix A� Moreover�

�� )B � A � �� )B�

where �� � ����� � �� and �� � �� hence

Cond � )B��A� � � � ����� � ��� � ���� � ��� ������

Instead of matrix B in the form of ������ we take matrix )B from ������ with block )B��

in the form of ������ as a preconditioner for matrix A� As we noted above� matrix A�� is
block
diagonal and can be inverted locally face
by
face�

Remark ��� Again� we note that the condition number depends neither on mesh
size h nor
on the value of the coe�cients when k� � max fk�� k�g� Because the condition number of
matrix )B��A depends on the value of parameter � it is very important to choose the �z

direction in the proper way� If� for example� we have the problem in which coe�cient k�
is greater than coe�cients k� and k�� we rearrange the variables so that the new variable z
coincides with the old variable x� It means that we simply rename the axes of the coordinate
system�

From representations ������� ������ it is easy to see that matrix )B�� is separable� It is also
separable for #� �� � when #� is a union of some faces of cube �� To solve the system of linear
equations with matrix )B�� from ������ we use the method of separation of variables which is
described in the next subsection�

����� Implementation of the method of separation of variables

Since matrix )B�� is separable� we can use the method of separation of variables to solve the
problem

)B��w � g� w�g � IRN� � ������

Matrix )B�� can be represented in the form�

)B�� � k�Bx � k�By � k�Bz� ������

Bx � Iz � Iy � �Ix �D� �Kx � I�� � By � Iz � �Iy � Ix �D� �Ky � Ix �D�� �

Bz � Iz � Iy � Ix �D� �Klz � Iy � Ix �D�l �Kuz � Iy � Ix �D�u�

where I��D� are �� �
matrices� Ix� Iy� Iz�K� are n� n
matrices�

D� �

�
����

� �� � �
�� � � �
� � � ��
� � �� �

�
���� � D� �

�
����

� � �� ��
� � �� ��

�� �� � �
�� �� � �

�
���� � D� �

�
����

� � � �
� � � �
� � � �
� � � �

�
���� �

D� �
�

�

�
����

� �� � ��
�� � �� �
� �� � ��

�� � �� �

�
���� � D�l �

�

�

�
����

� � � �
� � � �
� � � �
� � � �

�
���� � D�u �

�

�

�
����

� � � �
� � � �
� � � �
� � � �

�
���� �
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Kx � Ky �
�

�

�
�������

� ��
�� � ��

� � �
� � �

� � �

�� � ��
�� �

�
�������
� Klz � KT

uz �

�
�����

�
�� �

� � �
� � �

�� �

�
����� �

We represent matrices Kx�Ky�D��D��D�� D� in the form�

K	 � Q	-	Q
T
	 �  � x� y

K
 � Q�-
Q
T
� � � � �� �� �� ��

������

where

Qx � Qy � fqijgni�j�� � qij �

s
�

n� �
sin


�

n� �
� i � j

�
�

Q� �
�

�

�
����

� � � �
� � �� ��
� �� � ��
� �� �� �

�
���� �

and -x�-y are �n� n�
diagonal matrices� and -��-��-��-� are �� �
diagonal matrices�
De	ne a matrix Q as

Q � Iz �Qy �Qx �Q�� ������

Note that Q is an ��n� � �n��
orthogonal matrix�
Then matrix )B�� can be represented in the form�

)B�� � Q-QT � ������

where - � QT )B��Q �

k�Iz � Iy � �Ix � -� �-x � I�� � k�Iz � �Iy � Ix � -� �-y � Ix � -���

k�
�
Iz � Iy � Ix � -� �Klz � Iy � Ix � �QT

�D�lQ�� �Kuz � Iy � Ix � �QT
�D�uQ��

�
�

������

QT
�D�lQ� �

�

�

�
����

� � � �
� � � �

�� � �� �
� �� � ��

�
���� � QT

�D�uQ� �
�

�

�
����

� � �� �
� � � ��
� � �� �
� � � ��

�
���� �

Now we can use the following method to solve system �������

��� )g � QTg�

��� - )w � )g�

��� v � Q )w�

������

We note that due to the form ������ of matrix -� the solution procedure of stage ��� is
equivalent to solving �n� independent tridiagonal linear systems of the order �n� �n�

Fast Fourier transform implementation of ������ will yield a number of arithmetic opera

tions proportional to N� ln�N�� or N ln����N�� where the constants of proportionality do not
depend on the number of unknowns N and on coe�cients k�� k�� and k��
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��� Fictitious components method for model problem

Now we consider an elliptic boundary value problem in a domain � of general geometric shape
�see� e�g�� Figure ����� Suppose that "� can be embedded in a larger domain � �"� � �� which
has relatively simple form �e�g�� a rectangle� so we can e�ectively solve corresponding grid
systems for problems in �� � is called a 	ctitious domain �see Figure ����� It is attractive
to replace the solution of the original grid systems for � by suitable problems in �� The
introduction of such a 	ctitious domain � for the approximate solution of elliptic boundary
value problems associated with � has been used in the method of 	ctitious domains and
its most e�ective matrix modi	cation� the 	ctitious components method� As an iterative
process for solving systems of mesh equations the latter method was proposed and studied�
for example� in ��� ��� ��� ��� ����

�

�

Figure ���� Real domain � embedded in �ctitious domain ��

In the 	ctitious components method� instead of problem ����� with N � N symmetric
matrix A� an extended problem is considered�

)A)u � )f � ������

where a square matrix )A is of order M 
 N � We assume that there exists a permutation
matrix )P such that

)P )A )P T �

�
A �
� �

�
� )P)f �

�
f
�

�
� ������

It is obvious that for any solution )u of problem ������ solution u of problem ����� can be
found by the formula u � Q )P )u� where Q � �IN�� is an N �M projection matrix�

The main ingredient of the method is the construction of a preconditioningM�M matrix
B for extended system �������

In this section we propose a variant of the 	ctitious components method for nonconforming
approximations of anisotropic elliptic problems� The method is described in Section ������
Although this method can be formulated for problems in general domains� here we discuss
only a model problem in a unit square� Some generalizations are suggested in the remarks
at the end of this section� The proof of optimality of the method considered is based on
the theory of the extension of mesh functions from the original domain � into the 	ctitious
domain � ���� ��� ���� A variant of the extension theorem for nonconforming 	nite element
spaces is given in Section ������
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����� Formulation of the method

Consider the model problem in � � ��� ����

�div �Kru� � c u � f� in ��
�Kru�n� � �� on ���

������

where c 
 � is a constant and K is a full symmetric matrix in �� Let �k��u�� and �k��u��
be the eigenpairs of K with u� � �� ��� u� � ���� �� � � �� � �� Then consider a
transformation of the coordinates ��� �� � F �x� y�� � �  � x � � � y� � � �� � x �  � y� In
coordinates ��� �� problem ������ has the diagonal matrix coe�cient )K � diag fk�� k�g and is
represented in the form�

�k�u�� � k�u�� � c u � f in )� � F ����
�u

�n
� � on # � � )��

������

Now construct a closed rectangle � in the ��� ��
plane which contains )� in such a way
that diam ��� � diam �)��� First� we de	ne a uniform triangular mesh in �� and then� locally
modify it to 	t the boundaries of )�� Denote this mesh by Th�� and its trace in the domain )�
by Th���� The triangulation Th of � is de	ned by the inverse transformation �x� y� � F����� ��
of mesh Th����

Since problems ������ in � and ������ in )� are equivalent� below we consider only problem
�������

We use the nonconforming 	nite element space Vh�)�� introduced in Section ���� De	ne
the bilinear form on Vh�)�� by

ah���u� v� �
X

��Th���

Z
�

�k�u�v� � k�u�v� � c uv� d� d�� 
 u� v � Vh�)��� ������

Then the P��nonconforming 	nite element discretization of ������ has the form� �nd uh �
Vh�)�� such that

ah���uh� v� � �f� v�� 
v � Vh�)��� ������

Once a nodal basis f�i�x�gNi�� for Vh�)�� has been chosen� equation ������ yields a system of
linear algebraic equations �see Section �����

Au � f � ������

with N �N symmetric positive de	nite matrix A�
Along with problem ������ we consider the same problem in rectangle � with homogeneous

Neumann boundary conditions on ��� First� we de	ne the bilinear form on Vh��� by

ah��u� v� �
X

��Th��

Z
�

�k�u�v� � k�u�v� � cuv� d� d�� 
 u� v � Vh���� �������

Then the symmetric positive de	nite M �M matrix B is de	ned as follows�

�Bu�v� � ah��u� v�� u� v � Vh���� �������

where M is the dimension of Vh��� and u� v � IRM are vector representations of functions
u� v corresponding to the nodal basis f�i�x�gMi�� of Vh����

We partition all degrees of freedom in � into three groups�
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�� The 	rst group consists of the unknowns corresponding to the degrees of freedom in
)� n #�

�� The second group consists of the unknowns on the boundary # of the domain )��

�� Finally� we enumerate the unknowns corresponding to the degrees of freedom in � n )��

Then matrices A� )A� and B can be represented in block form�

A �

�
A� A�	

A	� A	

�
� )A �

�
�� A� A�	 �
A	� A	 �
� � �

�
�� � B �

�
�� A� A�	 �
A	� B	 B	�

� B�	 B�

�
�� � �������

where blocks A�� A	� and B� correspond to the unknowns of the 	rst� second� and third
groups� respectively�

We note that matrix B	 can be represented as a sum B	 � B
���
	 �B

���
	 � where B

���
	 � A	�

and the matrix �
B
���
	 B	�

B�	 B�

�
�������

corresponds to the nonconformal discretization of equation ������ in the domain � n )� with
the homogeneous Neumann boundary conditions�

Since � )Au�u� � �Bu�u� for any u � IRM � an eigenvalue problem

)Au � �Bu� u � Im B� �������

has �max � �� To estimate the minimal eigenvalue �min of problem ������� we need the
following assumption�

Assumption ��� For any function u � Vh�)�� there exists a function )u � Vh��� such that

)u�x� � u�x� for any x � )� and

ah��)u� )u� � C� � ah���u� u�� �������

where a positive constant C� 
 � is not dependent on mesh�size parameter h�

This assumption is very important and is connected with the theory of the extension of
mesh functions� Proof of the proposition given below is completely dependent on the state

ment of the assumption� For the case of conforming 	nite element spaces the questions of the
extension of mesh functions is considered in ���� ��� ��� ��� ����� For the case of nonconform

ing 	nite element spaces we provide the foundation of this assumption and respective theory
in the next subsection ������

Using this assumption we have the following result�

Proposition ��� The minimal eigenvalue of problem ������� satis�es the inequality �min �
��C� and� hence�

� � �max��min � C�� �������
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Proof� Consider an equality

�min � min
v�Im B

� )Av�v�

�Bv�v�
�

� )Au�u�

�Bu�u�

�
ah���u� u�

ah��u� u�
�

P
��Th���

Z
�

�
k�u

�
� � k�u

�
� � cu�

�
dx

P
��Th��

Z
�

�
k�u

�
� � k�u�� � cu�

�
dx

�

�������

where u � �uT� �u
T
	 �u

T
� �

T � Im B is the eigenvector of problem ������� corresponding to �min

such that B�	u	 �B�u� � �� and u � Vh��� is its corresponding 	nite element function�
Note that for any 	nite element function v � Vh��� such that v�x� � u�x�� x � )�� we

have an equality
ah
�n���v� v� � ah

�n���v � u� v � u� � ah
�n���u� u�� �������

where ah
�n���u� v� � ah��u� v� � ah���u� v� for any u� v � Vh���� Choosing as a function v the

extension )u of the function u �which exists according to Assumption ���� we get

ah
�n���u� u� � ah

�n���)u� )u�� �������

Using ������� and ������� we get

ah��u� u� �
P

��Th��

Z
�

�
k�u

�
� � k�u

�
� � cu�

�
dx � ah���u� u� � ah

�n���u� u�

� ah���u� u� � ah
�n���)u� )u� � ah��)u� )u� � C� a

h
��
�u� u��

�������

From ������� and ������� it follows that �min � ��C�� which completes the proof� �
From Proposition ��� and estimate ������ it follows that the rate of convergence of the

conjugate gradient method in subspace Im B does not depend on mesh
size parameter h� At
each step of the conjugate gradient method we need to solve a linear problem with matrix B�
For a two
dimensional model problem we can use the method described in Section ���� The
AMG implementation of the described method has an optimal order of arithmetic complexity
O�h����

Remark ���� The 	ctitious components method can be developed also when the homoge

neous Dirichlet boundary condition is posed on some part of the boundary ��� However�
this case requires more careful consideration of the extension theorem for nonconforming
approximations and is not considered here�

Remark ���� The described 	ctitious domain method can also be used for three
dimensional
model problems provided that Assumption ��� holds� To solve the problem with matrix B we
can use modi	cations of the methods described in Sections ��� and ���� Using the AMG as an
internal solver �see Section ����� the method has an optimal order of arithmetic complexity
O�h����

Remark ���� The analysis provided in this section can be applied also to the case of c � �
in ������� To do this we can use� for example� the technique of ���� and analog of Assumption
��� for seminorms �see Remark ������
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����� Extension theorem for anisotropic elliptic problems

To justify Assumption ��� we consider a model problem in IR�� Let � � ��� ��� be the unit
square and � � � be a convex Lipshitz domain in IR� such that diam ��� � diam ��� �see
Fig� ���a��

Consider a problem

L u � �uxx � kuyy � u � f� in ��
�u

�n
� �� on ���

�������

where k � �� Obviously� after appropriate scaling problem ������ can be described by ��������
First� we make a transformation of the coordinates in ������� by ��� �� � F �x� y� � �x� �y��

where � � ��
p
k� Then ������� becomes

�u�� � u�� � u � )f� in )� � F ����
�u

�n
� �� on # � � )��

�������

and )� � F ��� � ��� �� � ��� �� �see Fig� ���b��

�
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�

�

�
�

�

�

�

�

�

x

y

�F

�

��
�

�
�

�

�

�

�

��

��

�

�

�a� Real domain �� �b� Transformed domain ���

Figure ���� Transformation of the real and �ctitious domains�

Next� we de	ne the triangulations Th��� of )� and Th��� of )� as is described in the previous

section� On these triangulations we de	ne the nonconforming 	nite element spaces Vh�)�� and
Vh�)�� �see Section ���� and their norms�

kuhk�
Vh����

�
P

��Th���
kuhk�Vh���� 
uh � Vh�)���

kuhk�
Vh����

�
P

��Th���
kuhk�Vh���� 
uh � Vh�)���

�������

Here k � kVh��� means the usual norm in H�����

kuhk�Vh��� �
Z
�

�
�ru�� � u�

�
dx�

The main result of this section is the following proposition�
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Proposition ��� �Extension Theorem� Let )� � )� be a convex Lipshitz domain� Then

for any function uh � Vh�)�� there exists a function )uh � Vh�)�� such that )uh�x� � uh�x� for
any x � )� and

k)uhkVh���� � C� kuhkVh����� �������

where positive constant C� 
 � does not depend on mesh�size parameter h and the value of ��

The results analogous to those of Proposition ��� for conforming 	nite element subspaces
of Sobolev spaces are well known �see� e�g�� ���� ��� ��� ����� Since we can not directly apply
these results for nonconforming spaces� we need a special construction which is based on an
isomorphism between the nonconforming and conforming 	nite element spaces ���� ��� �����

Namely� we use the following scheme to prove the proposition�

�A� First� we de	ne an equivalence map Ih between the nonconforming space Vh��� and
some Galerkin space of continuous piecewise linear functions H�

h������

�B� Then� for a given function u � Vh��� we apply the theory of extensions of mesh functions
in H�

h����� for the function Ihu to get the extension vh � H�
h������

�C� Finally� using the same equivalence between 	nite element spaces we de	ne a noncon

forming function )u � Vh��� � Phv

h with an operator Ph� which is conjugate to the
operator Ih� The function )u de	ned by this algorithm satis	es the statement of Propo

sition ����

The rest of the section is divided onto three parts� First� we de	ne an isomorphism between
conforming and nonconforming 	nite element spaces introduced and used in ���� ��� �����
Then� we provide some necessary facts from the theory of extensions of functions from 	nite
element subspaces of Sobolev spaces �see� e�g�� ���� ��� ��� ����� Finally� we combine these
facts to prove Proposition ����

��	���� Isomorphism between conforming and nonconforming spaces

Let H�
h����� be the conforming space of piecewise linear functions on the triangulation Th�����

where the h��
mesh is obtained by joining midpoints of the edges of elements of Th���
A vertex of Th���� is called primary if it is a nodal point corresponding to a degree of

freedom of nonconforming space Vh���� otherwise the vertex is called secondary� We say that
two vertices of triangulation Th���� are adjacent if there exists an edge of Th���� connecting
the vertices� An example of the triangulations Th�� and Th���� with corresponding degrees of
freedom in the two
dimensional case is shown in Figure ����

We de	ne the equivalence map Ih � Vh��� 	 H�
h����� for any function u � Vh��� as

follows�

�Ihu��x� �

�														

														�

u�x�� if x is a primary vertex in ��

The average of all adjacent primary vertices on the
boundary of �� if x is a secondary vertex on ���

The average of all adjacent primary vertices� if x is a
secondary vertex in ��

The continuous piecewise linear interpolant of the
above vertex values if x is not a vertex of Th�����

�������
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d d d
d d
d

d d d d d d
d d d d
d d

d d d
d d
d

d d d d d d
d d d d
d d

r r r r
r r r
r r
r

�a� Fragment of triangulation Th��

and degrees of freedom of Vh
���
��� denote primary vertices�

�b� Fragment of triangulation Th����

and degrees of freedom of H�
h��
���

��� denote secondary vertices�

Figure ���� Fragments of the meshes Th�� and Th�����

It can be shown ���� ���� that there exist constants *c and 'c independent of h such that
for any function u � Vh��� the following inequalities hold true�

*c kukVh��� � kIhukH�
h��

��� � 'c kukVh���� �������

Also we introduce a projection operator Ph � H�
h����� 	 Vh��� for any function vh �

H�
h����� as follows�

�Ihu� v
h�H�

h��
��� � �u� Phv

h�Vh���� 
u � Vh���� �������

From ������� it is easy to see that the norm of operator Ph is bounded by kPhk � 'c�

��	���� Some results for extensions of mesh functions in conforming �nite ele�
ment spaces

First� we state a lemma which makes it possible to extend the function u � H���� to the
space H��IRd�� d � �� ��

Lemma ��� Let � be a Lipshitz domain� Then there exists a positive constant C� such that
for any function u � H���� there exists a function )u � H��IRd� such that )u�x� � u�x� a�e�
in � and

k)ukH��Rd� � C� kukH����� �������

The proof of this lemma can be found in ���� ���
For the functions � � H������� instead of ����� we introduce the norm

k�k�H������� � j�j�H������� � � � k�k�L������ �������

Then� the following lemma is valid due to ���� ����

Lemma ��� Let � be a Lipshitz domain� Then there exists a positive constant C �
� independent

of � such that

k�kH������� � C �
� kukH���� �������
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for any function u � H����� where � � H������� is the trace of u on the boundary ���

Conversely� there exists a positive constant C �
� independent of � such that for any function

� � H������� there exists a function u � H���� such that u�x� � ��x� a�e� on ��� and

kukH���� � C �
� k�kH�������� �������

Let �h be a regular triangulation ���� of � and the nodes of the triangulation be denoted
by zi� i � �� � � � � N � Denote by H�

h��
h� the space of real
valued continuous functions uh which

are linear on the triangles �i of the triangulation �h and by H
���
h �#h� the space of traces of

functions from H�
h��

h� at the boundary #h � ��h�

H
���
h �#h� �

n
�h � �h � uhj	h � uh � H�

h��
h�
o
�

To each node zi � #h let us put into correspondence the number hi � jzi � z�ij� where z�i � #h

is a node neighboring zi� and set

j�hj�
H
���
h

�	h�
�

P
zi�zj�	h� zi 	�zj

�
�h�zi�� �h�zj�

��
jzi � zj jd hd��i hd��j �

k�hk�
L�
h
�	h�

� �
P

zi�	h

�
�h�zi�

��
hd��i �

k�hk�
H
���
h

�	h�
� k�hk�

L�
h
�	h�

� j�hj�
H
���
h

�	h�
�

�������

As follows from ���� ��� ��� the norm k � k
H
���
h

�	h�
is equivalent to norm ������� in the

subspace H
���
h �#h��

The next lemma is the mesh counterpart of Lemma ����

Lemma ��	 Let � be a Lipshitz domain and �h be its regular triangulation� Then there

exists a positive constant C� independent of �h and � such that

k�hk
H
���
h

�	h�
� C� kuhkH���h� �������

for any function uh � H�
h��

h�� where �h � H
���
h �#h� is the trace of uh at the boundary #h�

Conversely� there exists a positive constant C� independent of �h and � such that for any

function �h � H
���
h �#h� there exists a function uh � H�

h��
h� such that uh�x� � �h�x� for any

x � #h� and

kuhkH���h� � C� k�hkH���
h

�	h�
� �������

��	���� Proof of the proposition

Now we prove Proposition ����

Proof� Given u � Vh��� consider its map Ihu � H�
h������ According to Lemma ��� for the

trace �h of Ihu on the boundary �� we have

k�hk
H
���

h��
����

� C� kIhukH�
h��

���� �������
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Now we use the second part of Lemma ��� and de	ne "uh � H�
h����� such that "uh�x� �

�h�x� for any x � ��� and

k"uhkH�
h��

��� � C� k�hkH���

h��
����

� �������

Obviously� "uh � H����� By Lemma ��� we can construct function v � H��R�� as an extension
of the function "uh to R� such that v�x� � "uh�x� a�e� in � and

kvkH��R�� � C� k"uhkH����� �������

Then� de	ne a continuous piecewise linear function vh � H�
h����� through its values in

the nodes of triangulation Th���� as follows�

vh�x� � �Ihu��x�� 
x � ��
vh�x� � �Shv��x�� 
x � � n �� �������

where Sh is an operator of the Steklov averaging of the function v � H��IR��� Using the
technique described in ���� we get the following inequalities�

kvhkH�
h��

��n�� � C� k�hkH���

h��
����

� C� kIhukH�
h��

���� �������

Now we de	ne a nonconforming function )u � Phv
h� From ������� and ������� it follows

that

k)uk�Vh��n�� � �Phv
h� Phv

h�Vh��n�� � �IhPhv
h� vh�H�

h��
��n�� � �'c�� kvhk�H�

h��
��n��� �������

From ������� and ������� we get

k)uk�Vh��n�� � C� kIhuk�H�
h��

��� � C� kuk�Vh���� �������

The result of the proposition follows from this inequality� �

Remark ���� Under the conditions of Proposition ��� we can state a similar extension result
for seminorms in Vh�)�� and Vh���� The proof of the corresponding inequalities for seminorms
is analogous to the proof of Proposition ��� and is based on the analog of Lemma ��� for the
seminorms in H�

h����

Remark ���� The proof of Proposition ��� does not depend on the dimension of the space
IRd� and therefore holds true for both two
 and three
dimensional problems�

Remark ���	 We stress the fact that Proposition ��� is valid only for convex domain ��
This follows from the remarks made by Nepomnyaschikh in ���� that Lemma ��� has various
restrictions�



CHAPTER V

DOMAIN DECOMPOSITION PRECONDITIONERS FOR

NONCONFORMING APPROXIMATIONS

��� Introduction

In the last two decades a lot of interest has been devoted to numerical methods for solving
second
order boundary value problems in domains of complex geometric shape which involve
a solution of analogous problems in domains of relatively simple form� The known methods
of this type are the Schwarz alternating subdomain methods ���� ��� ��� ���� the 	ctitious
components method ��� ��� ��� ���� and methods based on matrix bordering ���� ��� ��� ���
��� ����� Methods which are based on the partitioning of the initial domain into subdomains
are called domain decomposition methods �DD��

It is believed that the 	rst DD method was proposed by Hermann Schwarz ������ It was
originally used to show the existence of the solution of an elliptic boundary value problem on
domains that consist of the union of simple overlapping subdomains�

Recently� DD algorithms have become increasingly popular because they take full advan

tage of modern parallel computing technology� DD methods make it possible to solve the
subdomain problems independently on di�erent processors while exchanging information be

tween them only time to time� DD methods have an advantage of �natural parallelization 
in comparison with any other e�ective method of solving an elliptic boundary value problem�
Exhaustive results of the development of DD algorithms in the last decade can be found in
the Proceedings of International Conferences on Domain Decomposition methods� and also
in numerous papers �see� e�g�� ���� ��� ��� ��� ��� ��� ���� ������

In general� DD algorithms are based on variational methods for decomposing and solving
elliptic problems� Most of the applications use discretization grids which are de	ned globally
over the whole domain and then split into subdomains� In mechanics� this results in an overall
conforming approximation of the primary variable 	eld� However� it might be more convenient
and e�cient to use approximations which are de	ned independently on each subdomain and
which do not match at the interfaces� This allows the user to make local and adaptive changes
to the models� the approximation strategies� or the grids in one subdomain without modifying
the other ones� This of course is possible if there is an adequate way of imposing the continuity
�possibly in a weak sense� of both the uxes and primary variables across such nonconforming
interfaces�

In this chapter we present a construction of the domain decomposition method for solving
systems of grid equations approximating boundary value problems for second
order elliptic
problems with anisotropic coe�cients� We consider problems for which the computational

domain � can be represented as a union of nonoverlapping subdomains � �
m�
i��

�i inside

which the equation coe�cients vary insigni	cantly� We develop two di�erent methods for the
nonconforming approximations of the anisotropic problems�

��



�� Domain decomposition preconditioners

�A� In Section ��� we consider a variant of the block bordering method ���� ��� for the
anisotropic problem� This algorithm uses the preconditioner developed in Chapter IV
for problems in subdomains� For the problem at the interfaces we construct a precon

ditioner in the form of the inner Chebyshev iterative procedure� More precisely� this is
a preconditioner for the Schur complement of the original symmetric positive de	nite
matrix� which results after eliminating the block corresponding to the unknowns in the
subdomains�

This approach combines the ideas of domain decomposition methods ���� ��� ��� ����
���� and the algorithms of multilevel and algebraic multigrid methods ��� ��� ��� ���
with the bordering method for solving systems of mesh equations�

�B� In Section ��� we propose iterative methods for solving systems of linear equations which
arise under the nonconforming 	nite element approximation of elliptic PDE�s on non

matching grids� More precisely� we use the technique of mortar 	nite elements which has
been proposed recently �see� e�g�� ��� �� ��� ��� ���� ������ The mortar element method
is an optimal nonconforming domain decomposition method for the discretization of
partial di�erential equations which provides for a maximum of mesh� re	nement� and
resolution exibility while simultaneously preserving locality and elemental structure�

Using the results of Section ���� in each subdomain we construct its own coordinate
system and a grid �triangular one for two
dimensional equations and tetrahedral one
for three
dimensional equations� in accordance with the main directions of anisotropy�
so that the coe�cient matrix is diagonal in the local coordinates� The original elliptic
problem is posed as a problem with Lagrange multipliers at the interfaces between
subdomains and with the continuity conditions of the solution �in a weak form� at
the same interfaces� A mortar 	nite element subspace is constructed in the space of
Lagrange multipliers� The resulting algebraic systems have the form of a saddle
point
problem�

The main part of this chapter is based on the results published in ���� ����

��� Block bordering method for anisotropic problem

The outline of this section is as follows� In Subsection ����� we formulate the problem�
present its nonconforming 	nite element discretization� and outline the construction of a
block diagonal preconditioner for the algebraic system� It is shown that for the subdomain
problems we can use the method described in Section ���� Subsection ����� is subdivided into
three parts� In the 	rst part we construct a preconditioner for the problem at the interface in
the form of an inner iterative procedure considering the union of two rectangular subdomains�
The second part describes an algorithm for implementing the interface preconditioner� In the
third part we construct the interface preconditioner for domains composed of rectangles�

The arithmetic cost of solving the system with the proposed preconditioner is proportional
to the number of the unknowns of the original algebraic system� i�e� the preconditioner
constructed is of the optimal order of the arithmetical complexity�



��� Block bordering method for anisotropic problem ��

����� Problem formulation

Let � be a bounded domain on a plane IR�� which is composed of open rectangles �i whose

sides are parallel to the coordinate axes � �
mS
i��

�i� Consider an elliptic problem

�div � )Kru� � )c� � u � f in ��
u � � on #��

� )Kru�n� � � on #��

�����

where )K�x� is a positive de	nite symmetric coe�cient matrix� )c��x� is a nonnegative bounded
function� f�x� � L���� is a given function� #� � #� � ��� #� � #� � � We consider the case
of #� � #� �� � The pure Neumann problem �#� � � can be treated in a similar way but for
the sake of simplicity is not described here�

Assume that the interior of each side of the rectangles �i either entirely belongs to #� or
#�� or lies inside �� Also assume that �i� i � �� � � � �m� can have either a common side or only a
common vertex� or they do not overlap� It is obvious that any domain composed of rectangles
can be partitioned by additional lines into subdomains �i satisfying this assumption�

Let the bilinear form a��� �� be de	ned by

)a�u� v� � � )Kru�rv� � �)c� � u� v�� u� v � V���� � fv � H���� � v � � on #�g�
where ��� �� denotes the inner product in L�����

Assumption 	�� There exist a diagonal coe�cient matrix K�x� � diag fkx�x�� ky�x�g and
a piecewise constant function c��x� such that

kx�x� � kx�i� ky�x� � ky�i� c��x� � c��i� x � �i� i �� �� � � � �m�

with constants kx�i 
 �� ky�i 
 �� c��i � �� satisfying inequalities

� ��Kru�ru� � �c� � u� u�� � a�u� u� � � ��Kru�ru� � �c� � u� u�� � 
u � V����� �����

with some positive constants �� ��

The standard weak form of ����� is� �nd u � V���� such that

)a�u� v� � �f� v�� 
v � V����� �����

Let Ch be a rectangular mesh in �� Assume that in each rectangle �i the mesh steps hx�i�
hy�i� i � �� � � � �m� are constant in each direction� and the boundaries ��i of the rectangles
belong to the mesh lines� Also assume that there exist constants c� and c� independent of h
such that

c�h � min
i����m

fhx�i� hy�ig � max
i����m

fhx�i� hy�ig � c�h�

Here h � ��
p
M � where M is the number of mesh nodes belonging to � n #��

Let Th be a regular partitioning of Ch into triangles � ���� and let Vh��� be the P��
nonconforming 	nite element space of functions v � L���� ���� that is vj� are linear for all
� � Th� v are continuous at the middle points of the sides of � � Th� and vanish at the middle
points of the sides of triangles on #� �see �������� Note that the space Vh��� is not a subspace
of H�����
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De	ne the bilinear forms on Vh��� by

)ah��u� v� �
P
��Th

� )Kru�rv�� � �)c� � u� v�� � 
 u� v � Vh����

h��u� v� �
P
��Th

�Kru�rv�� � �c� � u� v�� � 
 u� v � Vh����
�����

where ��� ��� is the inner product in L��T �� � � Th� Then the P��nonconforming 	nite element
discretization of ����� is� �nd uh � Vh such that

)ah��uh� v� � �f� v�� 
v � Vh���� �����

Once a nodal basis f�i�x�gNi�� for Vh��� is chosen� where N � dim Vh���� then �����
yields the system of linear algebraic equations �see �������

Au � f � �����

where Aji � )ah���i� �j�� fj � �f� �j�� i� j � �� � � � � N �

In the same way we de	ne matrix 'A by 'Aji � ah���i� �j�� i� j � �� � � � � N � Then from �����
it follows that

�� 'Au�u� � �Au�u� � �� 'Au�u�� 
u � IRN � �����

i�e� matrices A and 'A are spectrally equivalent�

The underlying method to solve ����� is a preconditioned iterative method� Inequalities
����� suggest considering matrix 'A as a preconditioner to A� Therefore� we need to 	nd an
e�cient method for solving the problem

'Av � g� �����

Let u�i� and v�i� denote the vectors corresponding to the 	nite element functions u and v
from Vh��i�� Let 'A�i� denote the local sti�ness matrix arising from h�i��� ���

� 'A�i�u�i��v�i�� � h�i�u� v�� 
u� v � Vh��i�� �����

For each subdomain �i� i � �� � � � �m� we can partition the degrees of freedom u�i� into two
sets� The 	rst set includes the degrees of freedom at the nodes in the interior of subdomain

�i� denoted u
�i�
I � and the second set corresponds to the degrees of freedom at the nodes on the

boundary ��i n#�� denoted u�i�	 � Such a partitioning induces the partitioning of 'A�i� given by

� 'A�i�u�i��v�i�� �

��
'A
�i�
II

'A
�i�
I	

'A
�i�
	I

'A
�i�
		

� �
u
�i�
I

u
�i�
	

�
�

�
v
�i�
I

v
�i�
	

��
� ������

Finite element system ����� has the obvious algebraic representation�

�
������

'A
���
II � 'A

���
I	

� � �
���

� 'A
�m�
II

'A
�m�
I	

'A
���
	I � � � 'A

�m�
	I

'A		

�
������

�
�����
v
���
I

���

v
�m�
I

v	

�
����� �

�
�����
g
���
I

���

g
�m�
I

g	

�
����� � ������



��� Block bordering method for anisotropic problem ��

with block 'A		 de	ned by

� 'A		u	�v	� �
mX
i��

� 'A
�i�
		u

�i�
	 �v

�i�
	 �� ������

Note that blocks 'A
�i�
II � i � �� � � � �m� correspond to the boundary value problems in rectangles

�i

h�i�uh� v� � G�v�� 
v � Vh��i�� i � �� � � � �m� ������

with homogeneous Dirichlet boundary conditions imposed on the boundaries ��i� Denote the

number of degrees of freedom in �i� ��i n #��
m�
i��

�i and
m�
i��

��i n #� by N
�i�
I � N

�i�
	 � NI and

N	� i � �� � � � �m� respectively�

Eliminating the unknowns v
�i�
I � i � �� � � � �m� in ������� we obtain the following Schur

system�
-	v	 � G	� ������

where

-	 � 'A		 �
mX
i��

'A
�i�
	I

h
'A
�i�
II

i��
'A
�i�
I	� G	 � g	 �

mX
i��

'A
�i�
	I

h
'A
�i�
II

i��
g
�i�
I � ������

Thus� the solution to system ������ can be reduced to the construction of an e�cient
algorithm for solving systems ������ in subdomains and the Schur complement system �������

The algorithm for solving subdomain problems with matrices 'A
�i�
II is considered in Section

���� It is shown that these problems can be solved very e�ciently�
The main goal of this section is to construct an easily invertible matrix B which is spec


trally equivalent to matrix -	�

c��B	v	�v	� � �-	v	�v	� � c��B	v	�v	�� 
v	 � IRN��

where constants c� and c� are independent of mesh size parameter h� the subdomain diameters�
and value of the coe�cients� This issue is discussed in detail in the next subsection�

����� Preconditioner for interface problems

In this subsection we construct a preconditioner for the problem at the interface in the form
of an inner iterative procedure� More precisely� we construct a preconditioner for the Schur
complement of the original matrix�

	������ Model problem

For the sake of simplicity� let us consider the model problem

�kx�
�u

�x�
� ky

��u

�y�
� c�u � f� in ��

u � �� on ���

where � is rectangle composed of two squares "� � "�� � "��� # � "�� � "�� �see Fig� �����

� � f�x� y� � � � x � �� � � y � �g
�i � f�x� y� � i� � � x � i� � � y � �g� i � �� ��

������
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Assume that coe�cients kx� ky� c� are constants in �i� i � �� �� i�e�

kx � kx�i � const 
 �� ky � ky�i � const 
 �� c� � c��i � const � ��

Let Th be a regular triangulation of domain � with mesh
size h �as described in Section
����� In this case ������ has the form��

���
A
���
II � A

���
I	

� A
���
II A

���
I	

A
���
	I A

���
	I A		

�
���
�
�� v

���
I

v
���
I

v	

�
�� �

�
�� g

���
I

g
���
I

g	

�
�� � ������

Note that blocks A
�i�
II � i � �� �� correspond to the boundary value problems in subdomains �i

and block A		 is a diagonal matrix�

� �

� �

� �

� � �

� � �

� �

� �

� �

� � �

� � �

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�� ��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�� ��

�

�a� Triangulation of the domain �� �b� The degrees of freedom of the reduced problem�

Figure ���� Degrees of freedom of real and reduced problems�

Eliminating the unknowns vxi�j and vyi�j in each subdomain as is discussed in Section ���
we get the problem �

���
'A
���
II � 'A

���
I	

� 'A
���
II

'A
���
I	

'A
���
	I

'A
���
	I A		

�
���
�
�� v

���
c

v
���
c

v	

�
�� �

�
�� g

���
c

g
���
c

g	

�
�� � ������

where blocks 'A
�i�
II � i � �� �� are separable matrices� and vectors v

�i�
c � i � �� �� consist of the

unknowns vci�j in each subdomain� In Figure ���b� the nodes corresponding to these unknowns
are marked by �� �

Matrix A		 is de	ned by equality ������

�A		u	�v	� �
�X

i��

�A
�i�
		u

�i�
	 �v

�i�
	 ��

Introducing the subdomain Schur complements

-
�i�
	 � A

�i�
		 � 'A

�i�
	I

h
'A
�i�
II

i��
'A
�i�
I	� i � �� �� ������

Schur complement ������ can be rewritten in the form�

-	 � A		 �
�X
i��

'A
�i�
	I

h
'A
�i�
II

i��
'A
�i�
I	 � -

���
	 �-

���
	 � ������
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Preconditioner B	 for -	 is constructed by de	ning preconditioners B
���
	 and B

���
	 for -

���
	

and -
���
	 � respectively� and setting

B	 � B
���
	 �B

���
	 � ������

Let us consider subdomain ��� matrices -
���
	 and A

���
		� and omit the index ���� for

simplicity� Boundary nodes belonging to # �marked by �� � and internal nodes �marked by
�� � are schematically shown in Figure ����

The following lemma is valid�

Lemma 	�� There exists an h�independent constant  such that

 � h �A		u	�u	� � �-	u	�u	� � �A		u	�u	�� 
u	 � IRN� � ������

Proof� Consider an eigenvalue problem

-	u	 � �A		u	� u	 � IRN� � ������

Since the symmetric matrices -	 and A		 are positive de	nite problem ������ has N	 positive
eigenvalues�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

Figure ���� Degrees of freedom of the model subdomain problem�

It is obvious that eigenvalues �i� i � �� � � � � N	� of problem ������ can be found from the
system of equations

'AIIuI � 'AI	u	 � ��

'A	IuI �A		u	 � �A		u	�
������

Here matrix 'AII is de	ned by ������� The NI �N	 matrix 'AI	 has the form�

'AI	 �

�
�����

�
���
�

��kxIy

�
����� �

�
�����

�
���
�

��kx

�
������ Iy�

and the diagonal N	 �N	 matrix A		 is de	ned by A		 � ��kx � c�Iy�

De	ne by �l � IRn an eigenvector of n�n matrix Ay ������ corresponding to the eigenvalue
�l�

Ay�l � �l�l� l � �� � � � � n� ������
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Note that we explicitly know the eigenvalues and eigenvectors of matrix Ay�

�l � � sin � �l

�n
� �l �

�
sin

�l��i� ��

�n

�n

i��
� l � �� � � � � n� ������

Fix some l � ��� n�� and de	ne a vector�
uI
u	

�
�

�
v � �l
�l

�
�

with some vector v � IRn and substitute it in system ������� From the second equation of
������ it follows that eigenvalues of problem ������ are de	ned by the expressions

�l � �� kx
kx � c

v�l�n � l � �� � � � � n� ������

where a parameter v
�l�
n is the n
th component of vector v�l� from the system

'AII�v
�l� � �l� � � 'AI	�l

or� using expressions �������

�axAx � ��lay � b�Ix�v
�l� � �kx

h
� � � � � �

iT
� ������

Introducing notations�

dl � �l
ay
ax

�
b

ax
� e �

�kx
ax

� �


� �

c

kx

�
� ������

system ������ can be rewritten in the form�

�
�������

� � dl ��
�� � � dl �� �

� � �
� � �

� � �

�� � � dl ��
� �� � � dl

�
�������
�

�
��������

v
�l�
�

v
�l�
�
���

v
�l�
n��
v
�l�
n

�
��������
�

�
�������

�
�
���
�
e

�
�������
� ������

Set xl � � � �
�dl and consider the following recurrent sequence�

� � �
� � �xl � �
i�� � �xli � i��� i � �� � � � � n� ��

������

It is easy to see that
i � Ui�xl� � Ui���xl�� i � �� � � � � n�

where Um�x� is the Chebyshev polynomial of the �
nd kind of degree m�

Um�x� �
�

�
p
x� � �

�
x�

p
x� � �

�m�� �
�
x�

p
x� � �

���m���
�
�
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By induction it can be shown that

v�l�n � e � n��
n�� � n

� e � Un���xl� � Un���xl�
Un�xl� � �Un���xl� � Un���xl�

� ������

Since xl � � then v
�l�
n � � for any l � �� � � � � n� From ������ it follows that the maximal

eigenvalue of problem ������ is bounded from above by �max � ��
Now we have to estimate the minimal eigenvalue �min of problem ������ from below�

Taking into account that Un�xl� � �xlUn���xl�� Un���xl� we get

v�l�n � e � ��xl � ��Un���xl�� Un�xl�

��xl � ��Un���xl�
�

e

�
�

�xl � �

xl � �
� Un�xl�

�xl � ��Un���xl�

�
� ������

Since

Un�x�

Un���x�
�

�x�
p
x� � ��n�� � �x�

p
x� � ����n���

�x�
p
x� � ��n � �x�

p
x� � ���n

�

� x�
p
x� � �

�
� �

�

�x�
p
x� � ���n � �

�
�

from ������� ������� and ������ it follows that

�l �

s
xl � �

xl � �

�
B�� �

��
xl �

q
x�l � �

��n � �

�
CA � ������

�

s
dl

� � dl

�
B�� �

��
� � �

�dl �
q
dl �

�
�d

�
l

��n
� �

�
CA �

To estimate expression ������ from below we consider two cases�

�� y �
�
�
�dl �

q
dl �

�
�d

�
l

�
� ���n� It means that dl�

p
dl�� � dl� � ��n� or dl � �

�n��n��� �

Then we have

�l �
s

dl
� � dl

� �p
� � �n��n� ��

�
�

�n� �
� h

�
�

�� y � ���n� In this case dl �
�

�n��n��� � So� ������ is estimated from below as follows

�l �

s
dl

� � dl

�
� �

�

�� � y��n � �

�
�

s
dl

� � dl


� �

�

e�ny � �

�

�
s

dl
� � dl


� �

�

�e� ���ny

�
�

s
dl

� � dl
� � � ny

�ny

�

s
dl

� � dl

�
� �

n � �
�

�
dl �

p
dl�� � dl�

�
dl �

p
dl�� � dl�

�
A �

�
n � �

�

�
dl �

p
dl�� � dl�

�
� �

�
dl �

p
dl�� � dl�

�

� min

�
�

�
�
�

�n

�
� h

�
�
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From these estimates it follows that �l � h�� for any l � �� � � � � n� Thus� the minimal
eigenvalue of problem ������ is bounded from below by �min � h�� and we have

h

�
�A

���
		u	�u	� � �-

���
	 u	�u	� � �A

���
		u	�u	�� 
u	 � IRN� �

Analogously� we have the same estimates for matrices A
���
		 and -

���
	 � which completes the

proof� �

Remark 	�� Lemma ��� holds true if on some of the other edges of the rectangular subdo

main �� a homogeneous Neumann boundary condition is imposed�

Remark 	�� If a homogeneous Neumann boundary condition is imposed on the whole re

maining part of the boundary of subdomain ��� n # then inequalities ������ of Lemma ���
should be replaced by�

 � h �A		u	�u	� � �-	u	�u	� � �A		u	�u	��


u	 � IRN� nKer �-	��
������

where constant  does not depend on mesh size parameter h and coe�cients of the subdomain
problems�

Next� we proceed with the construction of preconditioner B	� We de	ne it in the form of
an inner Chebyshev iterative procedure ��� ��� ��� ���� From Lemma ��� we know that the
eigenvalues of matrix A��		-	 belong to segment �h��� ��� Let PL�y� be the polynomial of least
deviation from zero on this segment and that satis	es the condition PL��� � �� Denote by �l�
l � �� � � � � L� the inverses of the roots of the polynomial PL�y�� The formulae for PL�y� and
its roots ���l� l � �� � � � � L� are given in Section ���� Then preconditioner B	 for matrix -	

is determined by�

B��
	 �

�
I	 �

LY
l��

�
I	 � �lA

��
		-	

��
-��	 � ������

The procedure for calculating the vector w	 � B��
	 g	 for given g	 � IRN� has the form�

w
���
	 � ��

w
�l�
	 � w

�l���
	 � �lA

��
		

�
-	w

�l���
	 � g	

�
� l � �� � � � � L� ������

w	 � w
�L�
	 �

For computational stability� instead of ������� we can use the three
term recurrence relation
������ We return to the realization of the iterative procedure ������ in the next subsection�

Lemma ��� and the theory of Chebyshev iterative methods imply the following basic result�

Theorem 	�� Let L � ���h����� Then matrix B	 in ������ is spectrally equivalent to matrix

-	 with constants of equivalence independent of mesh size parameter h and the value of

coe�cients kx�i� ky�i� c��i� i � �� �� in the subdomains�

Remark 	�� Clearly� in the theory L is chosen to be of the order ���h����� In practice
it is calculated explicitly after the boundaries of the spectrum of matrix A��		-	 have been
calculated by an appropriate iterative procedure �����
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Remark 	�� If we replace -	 in ������ by a spectrally equivalent matrix we can introduce
another preconditioner )B	 for -	 by

)B��
	 �

�
I	 �

LY
l��

�
I	 � �lA

��
		S	

��
S��	 � ������

This matrix also will be spectrally equivalent to -	 with constants of equivalence independent
of mesh size parameter h and the value of coe�cients kx�i� ky�i� c��i� i � �� �� in the subdomains�

	������ Arithmetical complexity of the interface preconditioner

In order to estimate the arithmetic complexity of multiplying a vector by matrix B��
	 it is

su�cient to estimate the arithmetic complexity of multiplying a vector by matrix -	 because
we know that matrix A		 is diagonal and the number of iterations L in the inner Chebyshev
iterative procedure ������ is of the order ��n�����

The procedure of 	nding the product -	uG is based on a partial solution technique ��� ���

��� ����� which we outline here� We consider the terms -
���
	 u	 and -

���
	 u	 in the expression

v	 � -
���
	 u	 � -

���
	 u	 separately� Below we de	ne the multiplication procedure only for the

	rst term -
���
	 u	� The second term is treated in the same manner� Again� we skip the index

���� for simplicity�

First� vector v	 � -	u	 � A		u	 � 'A	I
'A��II 'AI	u	 is rewritten as

v	 � A		u	 � 'A	IuI � ������

where vector uI is de	ned from the system of equations

'AIIuI � � 'AI	u	 �

�
�����

�
���
�

�kxu	

�
����� � ������

with matrix 'AII de	ned by �������

Next� we denote by Wy an orthogonal n� n matrix of eigenvectors of problem ������ and
by Ly a diagonal n� n matrix of the eigenvalues of matrix Ay �������

Wy � f��� � � � � �ng � Ly � diag f��� � � � � �ng �

Then we de	ne an NI � NI orthogonal matrix Q � Ix � Wy� Introducing a vector
vI � QTu	 and multiplying both parts of equation ������ by matrix QT we get the following
matrix equation�

QT 'AIIQvI � �ax�Ax � Iy� � ay�Ix � Ly� � b�Ix � Iy��vI � �kx

�
�����

�
���
�

W T
y u	

�
����� � ������
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Note that this system can be decoupled into n independent linear systems�

�axAx � �b� �lay�Ix�

�
������

v
�l�
�
���

v
�l�
n��
v
�l�
n

�
������ �

�
�����

�
���
�

�kxwl

�
����� � l � �� � � � � n� ������

where the component wl is the l
th component of the backward Fourier transform w � W T
y u	

of vector u	�
As soon as we 	nd vector vI from systems ������ we compute the product

'A	IuI � 'A	IQvI � ��kxWy

�
���
v
���
n
���

v
�n�
n

�
��� � ������

From ������ it follows that to de	ne product -	u	 we need to know only the last compo


nents v
�l�
n � l � �� � � � � n� of the solution vectors v�l� from systems �������

Now we de	ne the partial solution algorithm�

��� On the initial step we solve n systems with three
diagonal n� n matrices�

�axAx � �b� �lay�Ix�

�
������

x
�l�
�
���

x
�l�
n��
x
�l�
n

�
������ �

�
�����

�
���
�
�

�
����� �

and store the last components of vectors x�l�� i�e� parameters x
�l�
n � l � �� � � � � n� It

requires O�n�� operations and O�n� elements of memory�

��� Given vector u	 we use the discrete fast Fourier transform algorithm to compute a
vector w � �kxW

T
y u	 for only O�n lnn� operations�

��� Then� we compute a vector v �
h
v
���
n � � � � � v

�n�
n

i
from ������ by the formulae v

�l�
n � wl�x�l�n �

l � �� � � � � n�

��� Again� we use the discrete fast Fourier transform algorithm to compute a vector p �
��kxWyv�

��� Finally� we compute the vector v	 � A		u	 � p�

As a result of this algorithm the procedure of multiplying a vector by matrix B��
	 can be

implemented for O�n� � n��� lnn� operations� Note that this estimate does not depend on
the coe�cients of the problem�

Remark 	�	 We provided computations of the complexity for so
called �parallel partial
solutions� that is� when the grid line where we need to 	nd a solution is parallel to the
grid line where the right
hand side is nonzero� For the case of so
called �perpendicular 
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partial solutions� when the grid line where we need the solution is perpendicular to the grid
line with the nonzero right
hand side we can use an algorithm of the approximate partial
solution ��� ��� ����� Instead of computing the exact value of v	 � -	u	� we calculate the

approximation v
���
	 � -

���
	 u	� It can be shown ��� ���� that taking the accuracy parameter

� � hp� p � �� the matrix -
���
	 is spectrally equivalent to -	�

As a consequence one can develop the partial solution algorithm for the general case when
we need to 	nd the partial solution on the entire boundary of the rectangular subdomain�
Using the results of ��� ��� the partial solution on the boundary ��i of the rectangular
subdomain �i can be found for O�n� � pn ln� �n��� where the 	rst term of this estimate
corresponds to the initial step and can be obtained before starting the iterative process� If we
use the algorithm of the approximate partial solution developed in ����� we have an estimate
of computational cost O�n� � pn��� ln �n���

Therefore� the algorithm of multiplying a vector by matrix B��
	 can be implemented for

O�n� � pn��� ln� �n�� operations� This estimate does not depend on the coe�cients of the
problem�

	������ Interface preconditioner for general problem

Let us now consider problem ����� in the domain � �
mS
i��

�i� being a union of m rectangles

�i� i � �� � � � �m� as is described in Section ������

Using the same arguments as in Subsection ������� it is easy to show that the statement
of Lemma ��� holds true even for a general domain � composed of rectangles� Since pre


conditioner B	 is constructed by de	ning subdomain preconditioners B
�i�
	 it is su�cient to

consider only the model problem in the rectangular subdomain �i with homogeneous Neu


mann boundary condition on the whole boundary �� � # �
�S
i��

#i� The boundary nodes

belonging to # ��� � and the internal nodes ��� � are schematically shown in Figure ����

�
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�
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Figure ���� Degrees of freedom of the Neumann subdomain problem�

Denote by u	 and by u	i � i � �� � � � � �� the vectors of the degrees of freedom on the
boundaries # and #i� i � �� � � � � �� respectively� Following ����� one can show that for any
vector v	 � IRN� such that v	 � Ker �-	� the following is valid�

�-	v	�v	� � inf
vh�Vh��	

vhj��vh�

bh��v
h� vh� � inf

wh
i
�Vh��	

wh
i j�i�vh�i

bh��w
h
i � w

h
i � � �-	iv	i �v	i�� i � �� � � � � ��

������
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where uh	� u
h
	i
� i � �� � � � � �� are piecewise constant functions de	ned on #� #i� i � �� � � � � ��

and generated by vectors u	� u	i � i � �� � � � � �� respectively�
From ������� ������� and ������ it follows that for any vector v	 � IRN� such that v	 �

Ker �-	� we have

�A		u	�u	� � �-	u	�u	� � �
�

�P
i��

�-	iu	i �u	i� �

� h �
�P

i��
�A	i	iu	i �u	i� � h � �A		u	�u	��

������

Thus� we can de	ne preconditioner B	 for the Schur complement ������ in the form �������
By Theorem ��� matrix B	 is spectrally equivalent to matrix -	 provided that the degree L
of the matrix polynomial ������ is chosen to be O�h������

Using the partial solution technique described in Subsection ������� and Remark ��� one
can show that the procedure of multiplying a vector by matrix B��

	 can be implemented for
O�h�� � h���� ln� �h�����

Now assume that we use the AMG methods to solve the subdomain problems� Then
problem ����� with matrix 'A can be solved for O�h�� � h���� ln� �h���� operations� As was
mentioned in Section ����� we use matrix 'A as the preconditioner in a preconditioned iterative
method to solve problem ������

Summarizing the results of Sections ����� and ����� we can formulate the following propo

sition�

Proposition 	�� Under the above assumptions the arithmetic complexity of the proposed

algorithm for solving problem ����� is estimated from above by

C � �h�� � h���� ln� �h�����

where constant C is independent of mesh size parameter h and coe�cients of the problem�
)K�x� and )a��x��

��� Domain decomposition method on nonmatching grids

In this section we describe an algorithm for solving systems of linear algebraic equations arising
from nonconforming 	nite element approximations of the anisotropic di�usion equations on
nonmatching grids� We stress that the corresponding matrix is symmetric but inde	nite� The
iterative method to be considered involves a block diagonal preconditioner with the inner
Chebyshev iterative procedure and the preconditioned Lanczos method as an outer iterative
procedure�

First� the original di�erential problem is represented in the hybrid
mixed form using the
Arnold
Brezzi formulation �see Section ���� via nonoverlapping domain decomposition using
additional Lagrange multipliers to enforce the necessary continuity of the solution on the inter

faces between subdomains ���� ��� ���� Next� using the equivalence between hybrid
mixed and
nonconforming 	nite element methods we replace the original three
	eld formulation in each
subdomain with the simple nonconforming one� The original elliptic problem is thus imposed
as a nonconforming discrete problem with Lagrange multipliers at the interfaces between
the subdomains� into which the original domain is decomposed� At these interfaces certain
continuity conditions on the solution are imposed� This construction is done to inherit the
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properties of the Lagrange multiplier space de	ned on the interfaces between the subdomains�
The Dirichlet boundary conditions� if any� are also given by the Lagrange multipliers�

In each subdomain we introduce its own grid� namely� a triangular one in two dimensions
and a tetrahedral one in three dimensions �see an example in Figure ����� and corresponding
P�
nonconforming 	nite element space� A mortar 	nite element space is constructed in the
space of the Lagrange multipliers� The error analysis of this 	nite element approximation is
not discussed in the dissertation�

�� �� �� ��

�a� Matching grids �b� Nonmatching grids

Figure ���� Example of matching and nonmatching grids�

The section is logically divided into two subsections� In the 	rst subsection we formulate
the problem� present its discretization using nonoverlapping domain decomposition� and give
the algebraic formulation of the 	nite element problem in a saddle
point form�

In the second subsection we construct the block
diagonal preconditioner� analyze its prop

erties� and discuss the implementation costs� The motivation for such a choice for the pre

conditioner is given in Section ���� It is shown that for subdomains we can choose the pre

conditioners constructed in Chapter IV� For the problem on the interfaces the preconditioner
is introduced in the form of the inner Chebyshev procedure for the matrix which is spectrally
equivalent to the Schur complement� The construction and the analysis of this preconditioner
is based on the new approach recently developed in ���� for solving 	nite element problems
on nonmatching grids with Lagrange multipliers on the interfaces between the subdomains�

It is shown that the proposed block
diagonal preconditioner is spectrally equivalent to the
original saddle
point matrix �in the sense of the de	nition given in Section ���� with constants
independent of mesh
size parameter and coe�cients of the problem�

����� Mortar �nite element method with Lagrange multipliers

Let � be a bounded domain in the space IRd� d � �� �� with boundary ��� We consider the
problem�

�div �Kru� � c � u � f in ��
u � � on #��

�Kru�n� � � on #��
������

where K�x� is a positive de	nite symmetric coe�cient matrix� c is a nonnegative bounded
function� and f � L���� is a given function� Here #� is a closed subset of �� and #� is
another subset of �� such that #� � #� � � and #� � #� � ���

Let the bilinear form a��� �� be de	ned by

a�u� v� � �Kru�rv� � �c � u� v�� u� v � V���� � fv � H���� � v � � on #�g�
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where ��� �� denotes the inner product in L�����
Assume that domain � is partitioned into the nonoverlapping simply connected subdo


mains� � �
m�
i��

�i� The sets #kl � "�k � "�l� j#klj �� �� are called the interfaces between

the subdomains �k and �l� For convenience� we consider here only a model problem with
additional assumptions�

Assumption 	�� The partitioning of � into polygonal subdomains �k is quasiuniform� with
a diameter of the subdomains being r � ���m���d� Each of the interfaces #kl is a simply

connected set� The interior of each side of the subdomains �i either entirely belongs to #� or

#�� or lies inside ��

Assumption 	�� Assume that there exist a piecewise constant function )c�x� � c�l�� x � �l�

l � �� � � � �m and a symmetric coe�cient matrix

)K�x� �
n
)kij�x�

od
ij��

with piecewise constant functions

)kij�x� � k
�l�
ij � x � �l� l � �� � � � �m�

satisfying the inequalities

� a�u� u� � � )Kru�ru� � �)c � u� u� � � a�u� u�� 
u � V����� ������

with some positive constants �� ��

These assumptions are made in order to obtain complete theoretical results for the pro

posed subdomain and interface preconditioners�

Thus� below without loss of generality we assume that function c�x� is piecewise constant
and entries kij�x�� i� j � �� � � � � d� of the coe�cient matrix K�x� � fkij�x�gdij�� are constants
in each subdomain�

Let Tkh be a triangular �d � �� or tetrahedral �d � �� partitioning of �k ����� i�e� Tkh �
f�igMk

i��� where �i is a triangle �d � �� or a tetrahedron �d � �� that is called a grid cell� We
denote by Fkh the set of faces e of the grid cells � � Tkh� k � �� � � � �m� Note that the traces
of grids Tkh and Tlh at the interface #kl� generally speaking� do not coincide� These grids are
called nonmatching grids�

In each subdomain �k� k � �� � � � �m� we introduce the following Raviart
Thomas spaces
�see Section �������

Vkh � RT ����Tkh� �
n
p � p � �L���k��

��pj� � RT ������ 
� � Tkh
o
�

Wkh �M����Tkh� �
n
v � v � L���k�� vj� � c� 
� � Tkh

o
�

������

and the spaces of Lagrange multipliers �see Section �������

Lkh �M�
���Fkh� �

n
� � L��Fkh� � �je � ce for each e � Fkh

o
� ������

that is space Lh consists of piecewise smooth functions which are constant on each face e�
Note that v � ne� v � Vkh� is constant on each face of a grid cell � �
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Note that the well known hybrid
mixed formulation of ������ in the case of matching grids
is de	ned by �see �������� �nd �q�h� u

�
h� �h� � Vh �Wh �Lh such that

a�q�h�ph�� b�u�h�ph� � l��h�ph� � ��
�b�vh�q�h�� �c � u�h� vh� � �f�vh��
l��h�q

�
h� � ��

������

for any �ph� vh� �h� � Vh �Wh �Lh� Here

Vh �
mY
k��

Vkh� Wh �
mY
k��

Wkh� Lh �
mY
k��

Lkh� ������

and

a�q�p� �
mP
k��

ak�qk�pk�� ak�qk�pk� �
P

��Tkh

Z
�

K��qk � pk dx�

b�u�p� �
mP
k��

bk�uk�pk�� bk�uk�pk� �
P

��Tkh

Z
�

ukdivpk dx�

l���p� �
mP
k��

lk��k�pk�� lk��k�pk� �
P

��Tkh

Z
��

�k �pk � n� � ds�

f�v� �
mP
k��

fk�vk�� fk�vk� �

Z
�k

f vk dx�

������

In the case of nonmatching grids we have to impose additionally the continuity of the
unknowns on the interfaces between subdomains� Using ���� ���� we introduce a four 	eld
formulation of problem ������� First� we de	ne the spaces�

- �
mY
k��

-k� -k �
mY
l��

j�klj���

-kl� . �
Y

��l�k�m
.kl� ������

where -kl are the subspaces of Lkh� k � �� � � � �m� de	ned by

-kl � f� � Lkh � �e � �� e �� #klg � ������

and .kl is the dual space of -kl� Following ���� we associate .kl with one of the subdomains
�k or �l� Note that in the case of matching grids� i�e� when Tkhj	kl � Tlhj	kl � we have
-kl � -lk� However� here we include also the case -kl �� -lk�

We also specify the sets #k� � �kh � #�� j#k�j �� �� k � �� � � � �m� These grid sets are
called the interfaces between the subdomains and the set #�� where the Dirichlet boundary
conditions are imposed� Following ���� we associate spaces .k� with subdomains �k�

Now we de	ne new bilinear forms�

d��� �� �
mP
k��

dk��� �k�� dk��� �k� �
mP
l��

j�klj���

dkl��kl� �k��

dkl��kl� �k� � �
Z
	kl

�kl �k ds�
������

Here �k � Lkh� �kl � .kl� and �kl � ��lk for l 
 k� k� l � �� � � � �m�
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The new hybrid
mixed formulation of ������ on nonmatching grids is de	ned as follows�
�nd �q� u� �� �� � Vh �Wh �Lh � . such that

a�q�p� � b�u�p� � l���p� � ��

�b�v�q� � �c � u� v� � �f�v��
l���q� � d��� �� � ��

d��� �� � ��

������

for any �p� v� �� �� � Vh �Wh �Lh � .�

It is easy to see that

l���q� � d��� �� �
mX
k��

�
BB�lk��k�qk� �

mX
l��

j�klj���

dkl��kl� �k�

�
CCA ������

�
mX
k��

�
BB� X
��Tkh

Z
��n	k

�k �qk � n� � ds�
mX
l��

j�klj���

Z
	kl

�k ��qk � nk�� �kl� ds

�
CCA �

Note that the unknowns �qk�uk� �k� in each subdomain �k are connected with the un

knowns in the other subdomains only through the interface elements �kl� Thus� the system of
equations for �qk�uk� �k� in each subdomain corresponds to a homogeneous Neumann prob

lem� Using the results of Section ��� �see Lemma ���� Proposition ���� and Corollary ���� we
can replace the hybrid
mixed formulation for the triple �qk�uk� �k� in each subdomain with
the nonconforming formulation for the unknown uk � Vkh� where Vkh � Vh��k� is the P�
nonconforming space de	ned on the domain �k�

After de	ning the nonconforming space Vh �
mQ
k��

Vkh problem ������ is replaced by the

following problem� �nd �u� �� � Vh � . such that

ah�u� v� � )d��� v� � g�v��

)d��� u� � ��
������

for any �v� �� � Vh � .�

Here the bilinear form ah��� �� is given �similarly to ������� by�

ah�u� v� �
mX
k��

akh�uk� vk�� akh�uk� vk� �
X
��Tkh

�Kruk�rvk�� � �c � uk� vk�� � ������

and the bilinear form )d��� �� is given on Vh � . by�

)d��� v� � d���Phv�� 
� � .� 
v � Vh� ������

where d��� �� is de	ned by ������� Here the projection operator Ph � Vh 	 Lh is de	ned by
�������
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In the operator form the 	nite element problem ������ can be represented as follows�

Ahuh �DT
h�h � gh�

Dhuh � ��
������

or� equivalently�
Akhukh �DT

kh�kh � gkh� k � �� � � � �m

mP
k��

Dkhukh � ��
������

where

DT
kh�kh �

mX
l���l��k
j�klj���

DT
klh�klh ������

and �klh � ��lkh� k � l�

Remark 	�
 When the grids are conforming on the interfaces� i�e� -klh � -lkh the 	nite
element problem ������ can be reduced to the form

)Ah)uh � )gh� ������

where )Ah is obtained by assembling operators Akh and 	nite element functions )uh and )gh
are obtained by assembling 	nite element functions ukh and gkh under a continuity condition
on the interfaces� Thus� 	nite element problem ������ can also be obtained from standard
P�
nonconforming 	nite element approximations of problem ������ when the grids match on
the interfaces� It follows that the methods to be considered can also be automatically applied
to solving 	nite element systems arising from discretization of �������

We divide the degrees of freedom in each subdomain �k into two groups so that the 	rst
group contains the degrees of freedom from the inner part of �k and the second group contains
the degrees of freedom from ��k� If the degrees of freedom of the 	rst group carry a subscript
I and those of the second group carry a subscript #� system ������ can be represented in a
more detailed form�

AI�khuI�kh �AI	�khu	�kh � gI�kh�

A	I�khuI�kh �A	�khu	�kh �DT
	�kh�kh � g	�kh� k � �� � � � �m

mP
k��

D	�khu	�kh � ��

������

Here

DT
	�kh�kh �

mX
l���l��k
j�klj���

DT
	�klh �klh

and again �klh � ��lkh� k � l�
The 	nite element problem ������ results in an algebraic system

Ax �

�
A DT

D �

�
�
�
u
�

�
�

�
�����
A� � DT

�
� � �

���
� Am DT

m

D� � � � Dm �

�
����� �

�
�����

u�
���
um
�

�
����� �

�
�����

g�
���
gm
�

�
����� � ������



�� Domain decomposition preconditioners

where x �
h
uT�T

iT
� u �

h
uT� � � �u

T
m

iT
� and

Ak �

�
AI�k AI	�k

A	I�k A	�k

�
� DT

k �

�
�

DT
	�k

�
� uk �

�
uI�k
u	�k

�
� gk �

�
gI�k
g	�k

�
� ������

k � �� � � � �m�

Note that all matrices Ak are at least positive semide	nite�

Proposition 	�� Assume that #� �� � Then� matrix A is nonsingular�

Proof� We consider the equation

�
A DT

D �

�
�
�
u
�

�
� �� ������

If we multiply it scalarly by the vector
h
uT�T

iT
and take into account the condition Du � ��

we get

�Au�u� �
mX
k��

�Akuk�uk� � � ������

and� hence �Akuk�uk� � �� k � �� � � � �m�

Assume 	rst� that all matrices Ak are positive de	nite� Then u � �� and � � � according
to equation DT� � �� Thus� matrix A is nonsingular�

Now we consider the case in which matrix A is singular� That is� there is at least one
block Ak which is positive semide	nite� Equality ������ in this case holds for the nonzero
vector u if and only if at least one of its subvectors uk � Ker Ak� k � ���m�� This implies
that each of the components of uk is the same nonzero constant� that is uk �  � ek� where
eTk � ��� � � � � ��� On the other hand� equation Du � � in the 	nite element representation
implies thatZ

	kl

�klh �Phukh � Phulh� ds � �� 
�klh � .klh� l � k� k � �� � � � �m� ������

Hence� the vector u can be chosen in such a way that uk � ek for all k � �� � � � �m� i�e� each
of the components of uk is unity� Since we assumed that #� ��  then there is at least one
subdomain �l for which block Al is positive de	nite� It means that �Alul�ul� 
 � which
contradicts ������� Thus� u � �� Then � � � according to equation DT� � �� and hence
������ may hold only for u and � equal to zero� This implies that det A �� �� �

����� Design and analysis of the preconditioner

Based on the results of Section ��� it is su�cient to construct a spectrally equivalent precon

ditioner B for matrix A in the form of the block diagonal matrix�

B �

�
BA

B�

�
� ������
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where

BA �

�
��
B� �

� � �

� Bm

�
�� � ������

blocks Bk� k � �� � � � �m� are preconditioners for matrices Ak� k � �� � � � �m� respectively� and
block B� is the preconditioner for the Schur complement S� � DA�DT � Here matrix A�

denotes the pseudo
inverse of matrix A �����

To develop such a preconditioner in each subdomain �k� k � �� � � � �m� we construct a
coordinate system having as axes the eigenvectors of coe�cient matrix Kk �see Section �����
for details�� In these coordinates matrix Ak is a P�
nonconforming approximation of the
problem�

�
dP
i��

k
�k�
i

��u

�x�i
� c�k�u � f� in �k�

�u

�n
� �� on ��k�

������

We also construct rectangles �k� k � �� � � � �m� in the local coordinate systems connected
with subdomains �k in such a way that diam ��k� � diam ��k�� �k contains "�k� and the
boundaries of �k are parallel to the corresponding coordinate axis� k � �� � � � �m� De	ne in
each �k the uniform mesh T��kh� k � �� � � � �m�

Assumption 	�� Assume that mesh Tkh is a trace on �k of a regular mesh T��kh constructed
in the embedding rectangle �k� k � �� � � � �m�

Also we assume that we can construct such an extended grid domain �k for each sub

domain �k� k � �� � � � �m� and that the number of degrees of freedom in �k is proportional
to Nk� which denotes the number of degrees of freedom in �k� Since the subdomains were
assumed to be quasiregular� the number of degrees of freedom on the boundary of subdo


main �k denoted by N	�k is of order O�N
���
k �� k � �� � � � �m� We also assume that mesh
size

parameter h is of order h � N��d� where N is the order of matrix A�

	������ Preconditioner for matrix Ak

This is the simplest task� Using previous assumptions we can apply the 	ctitious components
method described in Section ����

To solve the problem in the extended subdomains �k we use substructuring methods
which are described in Chapter IV�

Thus� the arithmetic cost of product B�
k uk is O�Nk� in the two
dimensional case and

either O�Nk� �if we use the method described in Section ���� or O�Nk ln�Nk�� �if we use the
method described in Section ���� in the three
dimensional case�

	������ Preconditioner for matrix S�

According to block partitionings ������ we have

S� � DA�DT �
mX
k��

DkA
�
kD

T
k �

mX
k��

D	�kS
�
	�kD

T
	�k� ������
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where N	�k � N	�k matrices S	�k are Schur complements corresponding to the unknowns on
boundaries #k�

S	�k � A	�k �A	I�kA
��
I�kAI	�k� k � �� � � � �m� ������

Taking into account Remark ��� and the results of ���� we can develop a preconditioner
for S� by constructing for each subdomain �k� k � �� � � � �m� two matrices�

��� A diagonal N	�k � N	�k matrix )B	�k such that for each nonzero vector u	�k � IRN��k n
Ker �S	�k� we have inequalities

� � �h�r� � )B	�ku	�k�u	�k� � �S	�ku	�k�u	�k� � � � )B	�ku	�k�u	�k�� ������

where constants � and � do not depend on mesh
size parameter h and the coe�cients
of the problem�

��� A matrix )S	�k which is spectrally equivalent to matrix S	�k� The main requirement is
that the matrix
vector multiplication )S	�k u	�k is easier to compute than the expression
S	�k u	�k�

Having constructed these two matrices for each subdomain �k we de	ne the matrices

)S� �
mX
k��

D	�k
)S�
	�kD

T
	�k� )B� �

mX
k��

D	�k
)B��
	�kD

T
	�k� ������

Finally� the preconditioner for matrix S� will be de	ned in the form of a matrix polynomial

B�
� �

�
I� �

LY
l��

�
I� � �l )B

��
�

)S�
��

)S�
� � ������

��������� Construction of a diagonal matrix )B	�k� For simplicity we consider below one
domain �k and skip the index �k when no ambiguity occurs�

First� we consider a model problem

�kx�
�u

�x�
� ky

��u

�y�
� c�u � f� in ��

u � �� on #��
�u

�n
� �� on #� � �� n #��

������

where � is the square�

� � f�x� y� � � � x� y � �� �� � y � x � �g �

and the Neumann boundary is #� � f�x� y� � y � x � �g �see Figure ���a�� Assume that
coe�cients kx� ky� c� are constants in ��

Let Th be a regular triangulation of � with mesh
size h �see� e�g�� Fig� ���a�� Following the
construction in Section ��� de	ne a P�
nonconforming 	nite element space and introduce a
nodal basis in this space� Thus we obtain the following matrix representation of the problem
�see Section ��� for details��

Au � g� ������
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��

�a� Triangulation of the domain �� �b� The degrees of freedom of the reduced problem�

Figure ���� Degrees of freedom of a model problem�

where A is an N �N symmetric at least positive semide	nite matrix and u�g � IRN � Here
N � h��� Denote also the number of degrees of freedom on #� by N	� Obviously� N	 � N����

Eliminating unknowns vxi�j and vyi�j �marked �� in Fig� ���a� we get the problem

'A'u �

�
'AI

'AI	
'A	I

'A	

�
�
�
uI
u	

�
�

�
gI
g	

�
� ������

Here subvector u	 of vector 'u corresponds to the unknowns on boundary #� �nodes marked
�� in Fig� ���b� and subvector uI corresponds to the unknowns in the domain �nodes marked
�� and �� in Fig� ���b�� For more details see Section ����

Now we partition internal nodes into two groups� the 	rst group consists of the nodes
marked by �� in Figure ���b and the second group consists of the nodes marked by �� � We
enumerate each group of nodes in lexicographic order� 	rst in direction n� � ��� �� and then in
direction n� � ������ �see example in Figure ���b�� Then problem ������ can be represented
in another block form�

'A'u �

�
��

'A�
'A�� �

'A��
'A�

'A�	

� 'A	�
'A	

�
�� �

�
�� u�
u�
u	

�
�� �

�
�� g�
g�
g	

�
�� � ������

Here vectors u� and g� correspond to nodes of the 	rst group� and vectors u� and g� corre

spond to nodes of the second group� respectively�

For the model problem de	ned on the mesh domain shown in Figure ��� these matrices�
for example� are�

A� � ��ax � �ay � b� I�� A� � ��ax � �ay � b� I�� A	 � �ax � ay � b��� I	� ������

A�� � AT
�� � ����

�
��������

ay � ax � � �
ax ay ay ax � �
� ax � ay � �
� � ay � ax �
� � ax ay ay ax
� � � ax � ay

�
��������
� A�	 � AT

	� � ����
�
ay ax �
� ay ax

�
�
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where I�� I� � IR���� and I	 � IR��� are identity matrices� and coe�cients ax� ay� b are
de	ned by �������

After eliminating the unknowns of the second group system ������ becomes�

)A)u �

�
'A� � 'A��

'A��� 'A�� � 'A��
'A��� 'A�	

� 'A	�
'A��� 'A��

'A	 � 'A	�
'A��� 'A�	

�
�
�
u�
u	

�
�

�
)g�
)g	

�
� ������

To understand the structure of matrix )A we consider a little square domain C containing
only one node of the second group �see Figure ����� The domain is bounded by the lines
connecting the nodes �� �� �� and ��

�

�

�

��

�

�

�

��

Figure ���� Grid subdomain C of the domain ��

Remark 	�� The grid domain � can be viewed as a union of such subdomains � � �Mi�� Ci�

The submatrix corresponding to a homogeneous Neumann problem on subdomainC which
lies inside � has the form�

'AC �

�
������

ax � b�� �ax
ay � b�� �ay

ay � b�� �ay
ax � b�� �ax

�ax �ay �ay �ax �ax � �ay � b

�
������ � ������

Here the 	fth line corresponds to the unknown in node �� After eliminating unknown � we
obtain the matrix

)AC �
b

�
I �

�
����
ax

ay
ay

ax

�
����� �

�ax � �ay � b

�
����

a�x axay axay a�x
axay a�y a�y axay
axay a�y a�y axay
a�x axay axay a�x

�
���� � ������

�
�

�ax � �ay � b

�			

			�
b

�

�
����

�ax� �ay� b
�ax� �ay� b

�ax� �ay� b
�ax� �ay� b

�
����
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�axay

�
����

� �� �� �
�� � � ��
�� � � ��
� �� �� �

�
����� a�x

�
����

� � � ��
� � � �
� � � �
� � � ��

�
����� a�y

�
����

� � � �
� � �� �
� � �� �
� � � �

�
����
�			�
			�
�

It is easy to see that after assembling all these local matrices over all squares Ci� i �
�� � � � �M � we obtain matrix )A of the following form�

)A �
�

�ax � �ay � b

n
b �D � axay � Axy � a�x � Axx � a�y � Ayy

o
� ������

where matrix D is a diagonal one whose diagonal entries are linear combinations of ax� ay� and
b� the entries of matrices Axy� Axx� and Ayy do not depend on the coe�cients of the problem�
Matrix Axy is a separable matrix in the numbering introduced in this section �see Fig� �����
Matrices Axx and Ayy have rather complicated structure in this numbering but they can be
simpli	ed if we introduce another numbering of the nodes� First� let us number the nodes
marked by �� in Figure ��� in the x
direction� and then in the y
direction� Then matrix Axx

is block diagonal� where each block corresponds to the unknowns on one grid line in the x

direction and is an approximation of the one
dimensional Laplace operator in x� L u � �uxx�
If we number nodes� 	rst� in the y
direction then in the x
direction� matrix Ayy will be block
diagonal where each block corresponds to the unknowns on one grid line in the y
direction
and is an approximation of the one
dimensional Laplace operator in y� L u � �uyy�

Now� using the same arguments as in the proof of Lemma ��� we can show that for any
vector u	 �� Ker �S	�� u	 �� �� we have

�
�S	u	�u	�

�A	u	�u	�
�

min
�uj��u�

� 'Au�u�

� 'A	u	�u	�
�

min
�uj��u�

� )A)u� )u�

� 'A	u	�u	�
� ������

�

min
�uj��u�

�

�ax � �ay � b

�
�b �D � axay � Axy � a�x � Axx � a�y � Ayy�)u� )u

�
��ax � �ay � b� �u	�u	�

�

min
�uj��u�

�
�b �D � axay �Axy � a�x �Axx � a�y �Ayy�)u� )u

�
��a�x � �a�y � �axay � b��ax � �ay � b�� �u	�u	�

� �

�
min

�uj��u�

�
�D)u� )u�

�ax � ay � b����u	�u	�
�

�Axy)u� )u�

��u	�u	�
�

�Axx)u� )u�

�u	�u	�
�

�Ayy )u� )u�

�u	�u	�
�

�
�

Direct calculations show that for any vector u	 �� Ker �S	�� u	 �� �� we have an inequality

�S	u	�u	�

�A	u	�u	�
� C �N����� ������

where constant C does not depend on the coe�cients of the problem�

Taking into account that

�S	u	�u	� � �A	u	�u	�

for any u	 � IRN� � we show that Lemma ��� is valid for the model problem �������
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Now we consider a general problem in the polygonal domain � with homogeneous Neu

mann boundary conditions on the entire boundary # � ���

�kx�
�u

�x�
� ky

��u

�y�
� c�u � f� in ��

�u

�n
� �� on ���

������

To give the P�
nonconforming approximation to this problem we introduce a uniform
triangular mesh Th�� in the domain � and de	ne nonconforming 	nite element space Vh���
described in Section ���� Next� we de	ne the bilinear form corresponding to the operator of
������ on Vh��� by

ah��u� v� �
X

��Th��

Z
�

�k�u�v� � k�u�v� � c� uv� d� d�� 
 u� v � Vh���� ������

Once a nodal basis f�i�x�gNi�� for Vh��� has been chosen� then the bilinear form ������
de	nes the symmetric positive semide	nite �positive de	nite if c� 
 �� N �N matrix A� by

�A�u�v� � ah��u� v�� u� v � Vh���� ������

Here u� v � IRN are the vector representations of functions u� v�

Let the number of the unknowns on boundary # beN	� Note that by previous assumptions
N	 � N���� Denote by uI and u	 the vectors of the unknowns in the interior of � and on
boundary #� respectively� Then matrix A� is represented in the form�

A� �

�
AI AI	

A	I A
���
	

�
� ������

The Schur complement corresponding to the unknowns on boundary # � �� we denote by

S
���
	 � A

���
	 �A	IA

��
I AI	� ������

Using the results of Subsection ������� and the considerations outlined above we have the
following lemma�

Lemma 	�� For any vector v	 � IRN� such that v	 � Ker �S
���
	 � the following inequalities

hold true�

 � h � �A���
	 u	�u	� � �S

���
	 u	�u	� � �A

���
	 u	�u	�� ������

where constant  does not depend on mesh�size parameter h � N���� or the coe�cients of
the problem�

Thus� we can choose as a diagonal matrix )B	�k in ������ diagonal matrix A	�k� k �
�� � � � �m�
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�
�

�
�

�
�

�

�

Figure ���� Polygonal domain � embedded in rectangle ��

��������� Construction of matrix )S	�k� The construction of matrix )S	 which is spectrally

equivalent to matrix S
���
	 is based on Extension Theorem ��� from Section ������ Consider

domain � embedded in rectangle � �see Figure ����� We denote a uniform triangular mesh
in � by Th�� and its trace in domain � by Th���

Along with the bilinear form ������ we de	ne a bilinear form in rectangle � by

ah��u� v� �
X

��Th��

Z
�

�k�u�v� � k�u�v� � c� uv� d� d�� 
 u� v � Vh���� ������

Let M be the dimension of Vh���� Then the symmetric positive semide	nite �positive
de	nite if c� 
 �� M �M matrix A� is de	ned as follows�

�A�u�v� � ah��u� v�� u� v � Vh���� ������

Here u� v � IRM are vector representations of functions u� v corresponding to the nodal basis
f�i�x�gMi�� of the space Vh����

Again� as in Section ������ we partition all the degrees of freedom in � into three groups�

�� The 	rst group consists of the unknowns corresponding to the degrees of freedom in
� n #�

�� The second group consists of the unknowns on boundary # of domain ��

�� Finally� we enumerate the unknowns corresponding to the degrees of freedom in � n "��

This partition induces the following block representations of matrices A� and A��

A� �

�
AI AI	

A	I A
���
	

�
� A� �

�
��

AI AI	 �

A	I A
���
	 A	O

� AO	 AO

�
�� � ������

where blocks AI � A
���
	 � and AO correspond to the unknowns of the 	rst� second� and third

groups� respectively�

We note that matrix A
���
	 can be represented as the sum A

���
	 � A

���
	 � A

��n��
	 � and the

matrix �
A
��n��
	 A	O

AO	 AO

�
������
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corresponds to the nonconforming discretization of equation ������ in domain � n � with
homogeneous Neumann boundary conditions�

For matrix A� we introduce the Schur complement corresponding to the unknowns on #�

S
���
	 � A

���
	 �A	IA

��
I AI	 �A	OA

��
O AO	 � S

���
	 �A

��n��
	 �A	OA

��
O AO	� �������

The following lemma gives the main result of this section�

Lemma 	�� Matrices S
���
	 and S

���
	 are spectrally equivalent� that is there exists a constant

 independent of mesh�size parameter h and coe�cients of the problem� kx� ky� and c�� such
that for any vector v	 � IRN� the following inequalities hold true�

 � �S���
	 u	�u	� � �S

���
	 u	�u	� � �S

���
	 u	�u	�� �������

Proof� Since matrix ������ is at least positive semide	nite �positive de	nite if c� 
 �� then
the matrix

S
��n��
	 � A

��n��
	 �A	OA

��
O AO	

is also at least positive semide	nite� Thus� the right inequality in ������� follows from repre

sentation ��������

By Proposition ��� and Remark ���� for seminorms� for any function vh� � Vh��� there
exists a function vh� � Vh��� such that it coincides with vh� in � and the following inequality
holds true�

ah��v
h
�� v

h
�� � C� � ah��vh�� vh��� �������

where constant C� 
 � does not depend on mesh
size parameter h and the coe�cients of the
problem�

Note that since vh� � vh� in �� then vh� � vh� on # � ���
Using the basis representations of the functions in Vh��� and Vh��� we can also formulate

a matrix analog of �������� Namely� for any vector v� � IRN there exists a vector v� � IRM

such that it coincides with v� in the nodes of � and the following inequality holds true�

�A�v��v�� � C� � �A�v��v��� �������

Following ���� one can show that for any vector v	 � IRN� the following equalities for the
corresponding Schur complements on # are valid�

�S
���
	 v	�v	� � min

v��IRN
� v�j��v�

�A�v��v���

�S
���
	 v	�v	� � min

v��IRM
� v�j��v�

�A�v��v���
�������

Now 	x any vector v	 of unknowns on boundary #� Let u� � IRN be such a vector that
satis	es the equality

�S
���
	 v	�v	� � �A�u��u��� �������

Denote by u� � IRM the corresponding extension vector� Note that u�j	 � v	� From �������
it follows that

�A�u��u�� � C� � �A�u��u��� �������

Taking into account �������� �������� and ������� we get

�S
���
	 v	�v	� � �A�u��u�� � C� � �A�u��u�� � C� � �S���

	 v	�v	�� �������

Thus� the left inequality in ������� with the constant  � ��C� follows from �������� �
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��������� Construction of preconditioner B�� We proceed with the construction of precon

ditioner B�� We de	ne it in the form of the inner Chebyshev iterative procedure ��� ��� ��� ����

For each subdomain �k� k � �� � � � �m� we de	ne the matrices S
���
	�k � Using Lemmas ��� and

��� it is easy to show that the nonzero eigenvalues of matrices A��	�kS
���
	�k belong to segment

�� � h�r� ��� where constants � and � do not depend on mesh
size parameter h� the size
of subdomain r� and the coe�cients of problem ������ in the subdomains� Now we de	ne
matrices )S� and )B� outlined in �������

)S� �
mX
k��

D	�k�S
���
	�k �

�DT
	�k�

)B� �
mX
k��

D	�kA
��
	�kD

T
	�k� �������

From the previous considerations it follows that the nonzero eigenvalues of matrix )B��
�

)S�
belong to segment �c�� c� � r�h�� where constants c� and c� do not depend on mesh
size param

eter h and the coe�cients of the problem�

Let PL�y� be a polynomial of least deviation from zero on this segment that satis	es the
condition PL��� � �� Denote by �l� l � �� � � � � L� the inverses of the roots of the polynomial
PL�y�� The formulae for PL�y� and its roots ���l� l � �� � � � � L� are given in Section ���� Then
preconditioner B� for matrix S� is determined by the formula�

B�
� �

�
I� �

LY
l��

�
I� � �l )B

��
�

)S�
��

)S�
� � �������

The calculation of vector w� � B�
� g� given g� � IRN� can be reduced to�

w���
� � ��

w�l�
� � w�l���

� � �l )B
��
�

�
)S�w

�l���
� � g�

�
� l � �� � � � � L� �������

w� � w�L�
� �

For computational stability� instead of �������� we can use the three
term formula ������
To implement this preconditioner we have to develop for each subdomain an algorithm

that multiplies vector u	�k � IRN��k by matrix �S
���
	�k �

��

v	�k �� �S
���
	�k �

� u	�k� �������

We can de	ne the resulting vector v	�k as a solution of the problem

S
���
	�k v	�k � u	�k� �������

or� equivalently� �
��

AI�k AI	�k �

A	I�k A
���
	�k A	O�k

� AO	�k AO�k

�
�� �

�
�� �
v	�k
�

�
�� �

�
�� �
u	�k
�

�
�� � �������

Here we use the block representation of matrix A
���
k corresponding to partition �������

From ������� it is easy to see that the procedure of multiplying vector u	�k by matrix

�S
���
	�k �

� can be considered as a partial solution problem when we have the nonzero right
hand



��� Domain decomposition preconditioners

side u	�k de	ned only in the nodes of #k and we need to 	nd the solution only in these
nodes� To develop an optimal preconditioner for the initial problem we need the partial
solution algorithm for the kind of problem with an implementation cost O�N	�k ln �N	�k���
Unfortunately� there is no such algorithm for the general partial solution problem� although
for some special cases ��parallel and �perpendicular cases� this algorithm is outlined in
Section ������� �more information on this issue can be found in ��� ��� ��� ������ As shown in
���� ����� instead of developing an exact solver we can use an approximate one� That is we
can use the approximate partial solution algorithm when we solve problem ������� with an
accuracy �� In ����� it is shown that the approximate partial solution of problem ������� can
be found with accuracy � � chp for

O�p�N
���
	�k �lnN	�k�

�� �������

operations� Here c 
 � is a positive constant independent of N	�k and p � ��

Thus� instead of matrix )S� de	ned by ������� we de	ne matrix )S
���
� by

)S���
� �

mX
k��

D	�k�S
���
	�k �

�
���D

T
	�k� �������

where �S
���
	�k �

�
��� means the use of the approximate partial solution algorithm� It can be shown

����� that this matrix is still spectrally equivalent to original matrix S�� so preconditioner
B��� can be de	ned by

B�
��� �

�
I� �

LY
l��

�
I� � �l )B

��
�

)S���
�

��
)S�
� � �������

Thus� the previous considerations as well as the theory of Chebyshev iterative methods
lead to the important result�

Proposition 	�� Let L � C � �r�h����� where constant C does not depend on mesh�size

parameter h� size of the subdomains r� and coe�cients of the problem K�x� and c�x�� Then

matrix B��� in ������� with matrices )B� and )S
���
� de�ned in ������� and �������� respectively�

is spectrally equivalent to matrix S��

Remark 	�� In theory quantity L is chosen to be of order �C � r�h����� In practice it is calcu


lated explicitly after the boundaries of the spectrum of matrix )B��
�

)S
���
� have been calculated

by an appropriate iterative procedure �����

Thus� we have proved the following theorem

Theorem 	�� The constructed block diagonal preconditioner B is spectrally equivalent to

matrix A with constants independent of mesh�size parameter h and the coe�cients of the

problem�

Recall that the spectral equivalence of B and Ameans that the eigenvalues of B��A belong
to the union of segments �d�� d�� and �d�� d�� with d� � d� � � � d� � d�� where d�� d�� d��
and d� are independent of h� K�x�� and c�x��
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��������	 Arithmetic complexity of preconditioner B� In the two dimensional case the arith

metic cost of product B�

k uk is proportional to

O�Nk� � O�N�m� � O�r��h���� �������

Thus the arithmetic complexity of the multiplication of vector u � IRN by matrix B�
A is

proportional to N �
Now consider the implementation of the multiplication of vector u� � IRN� by matrix

B�
���� In order to estimate the arithmetic complexity of this multiplication it is su�cient to

estimate the arithmetic complexity of multiplying vector u� by matrix )S
���
� and the arithmetic

complexity of solving the system�
)B�u� � �� �������

for a given vector �� � IRN� � After the estimation of these two operations it is easy to compute
the complexity of matrix B�

��� because we know the order of the number of iterations L in

the inner Chebyshev iterative procedure �������� L � �C � r�h�����
Since matrices A	�k are diagonal� problem ������� can be solved for

O

�
mX
k��

N	�k

�
� O


m �

q
�N�m�

�
� O

�
r�� � h��

�
�������

operations�

Taking into account estimate ������� of the computational complexity �S
���
	�k �

�
���� the mul


tiplication of a vector by matrix )S
���
� is estimated by

O

�
mX
k��

p�N
���
	�k �lnN	�k�

�

�
� O

�
p�r���r�h�����ln r�h��

�
� O

�
p�r����h�����ln r�h��

�
�

�������
On the basis of the above analysis we can formulate the assertion�

Lemma 	�� Under the above assumptions the arithmetic complexity of the proposed algo�

rithm for solving the problem with matrix B� is estimated from above by

C �
�
r����h���� � p�h���ln r�h��

�
� C �

�
m���N��� � p�N�lnN�m��

�
� �������

where N is the order of matrix A and constant C does not depend on mesh�size parameter h�
size of subdomains r� and coe�cients of the problem K�x� and c�x��

Summarizing the results of Sections ����� and ����� we can formulate the following propo

sition�

Proposition 	�� Under the above assumptions the arithmetical complexity of the proposed

algorithm for solving problem ������ in two�dimensional domains is estimated from above by

C � �h���ln �r�h���� � O�N ln� �N�m���

where constant C is independent of mesh size parameter h� size of subdomains r� and coe��

cients of the problem K�x� and c�x��
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Remark 	�� Along with preconditioner B� for matrix S� in the form of the inner Chebyshev
iterations ������� we can also consider the multigrid method ���� for the Schur complement
to precondition S�� Although there are some theoretical details which should be addressed
before using this method� not considered in the dissertation� we provide an estimate for the
arithmetical complexity of the multigrid preconditioner�

O�N��� ln� �N�m���

Remark 	��� The approach described above can be developed for three
dimensional prob

lems provided that we have constructed for each subdomain �k matrices )B	�k and )S	�k�
k � �� � � � �m� introduced at the beginning of Section ��������



CHAPTER VI

APPLICATIONS

This chapter is devoted to the applications of the theory developed in Chapters IV and
V� We present the results from numerical experiments that illustrate this theory and apply
it to the problem of modeling uid ow in porous media�

To show that the preconditioners developed in the earlier chapters are good and robust we
apply them to various problems in two and three dimensions� Our objectives in conducting
the numerical experiments were to establish experimentally the conclusions from the theoret

ical analysis of the algorithms considered and to assess their e�ectiveness in terms of error
reduction after a 	xed number of iterations�

The right
hand sides in all model tests have been generated randomly� The condition
numbers of the preconditioned matrices have been calculated from the relation between con

jugate gradients and the Lanczos algorithm described in Section ���� Most of the experiments
have been run on Sun workstations� although a simulator of uid ow in porous media has
also been developed in a parallel version which has been run on a Paragon supercomputer�

The rest of the chapter is organized as follows� In the 	rst section we present the ex

periments for the substructuring methods and the 	ctitious component method developed in
Chapter IV� In the next section we consider experiments with the domain decomposition
method on matching and nonmatching grids which illustrate the theory of Chapter V� Fi

nally� we consider an application of the Lagrange multiplier approach described in Chapter II
to modeling uid ow in porous media�

��� Experiments with substructuring and �ctitious compo�

nents methods

����� �D problem� Partition of cube onto � tetrahedra

We present three numerical examples� The method of preconditioning on the basis of multi

level substructuring as discussed in Section ��� was tested 	rst on the model problem

�&u � f� in � � ��� ��� � IR��
u � �� on ��

�����

with the nonconforming 	nite element method of approximation�

The domain was divided into n� cubes �n in each direction� and each cube was partitioned
into � tetrahedra� The total dimension of the original algebraic system was N � ��n� � �n��

The original algebraic problem has been solved by the conjugate gradient �CG� method
in the form of ������ with the preconditioner in the form of ������ with accuracy � � �����
For comparison� that problem has been solved by the same method without preconditioning�

These results are summarized in Table ���� Here Iter is the number of CG iterations�
Cond is the condition number� and time is the computational time needed to achieve the
required accuracy�

���
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Table ���� � tetrahedra per cube� Experiments with Laplace equation�

CG without

Preconditioning

CG with

Preconditioning

n N Iter Cond time
�sec� Iter Cond time

�sec�

� ��� �� �� ���� �� ���� ����
� ���� �� ��� ���� �� ���� ����
�� ����� ��� ���� ���� �� ����� ����
�� ������ ���� $ ���� �� ���� ���

�� ������ �� ����� ���
�� ������� �� ����� ���

In the second example�

�
�P
i��

�
�xi

�
ai

�u
�xi

�
� f in ��

u � � on ���
�����

we have considered the dependency of the condition number on the coe�cients of the problem�
The coe�cients ai� i � �� �� �� were constants on each cube� The results are summarized in
Table ���� where Iter and Cond denote the iteration number and condition number� respec

tively�

From Table ��� we see that the condition number depends on the maximal ratio � �

max
C�Ch

n
a�
a�
� a�

a�

o
� The case of � � � has a better convergence than the case of the Poisson

equation �i�e� a� � a� � a� � �� as is predicted by the theory �see estimate ��������
We note that the condition numbers in all experiments depend on parameter � introduced

in Assumption ��� �see page ���� Namely� the estimate of the condition number of the
preconditioned matrix ������ is proportional to the value of parameter �� Obviously� it is
important to arrange the coordinate axis in such a way that parameter � has the smallest
value� In some sense we can bene	t from anisotropy� The smaller coe�cient a� �the coe�cient
in the �z
direction � leads to a better preconditioner B�

In the third example we treat the Poisson equation on the domain � as shown in Figure
���� The domain is subdivided into �� � �� � �� cubes and the number of the unknowns is
then N � ������� The algebraic problem is solved with accuracy � � ����� Twenty iterations
are needed to achieve the desired accuracy� the computed condition number of matrix B��A
is equal to ���

����� �D problem� Partition of cube onto � tetrahedra

We present three numerical examples� The preconditioner based on multilevel substructuring
as discussed in Section ��� was tested 	rst on the model problem

�div �a�x�ru� � f� in � � ��� ���

u � �� on ��
�����

with piecewise constant coe�cient�
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Table ���� � tetrahedra per cube� Dependency on parameter ��

N � ��� ��� N � ���� ���
a� a� a� Iter Cond Iter Cond

� � � �� ��� �� ���
� � ��� �� ��� �� ���
� � ���� �� ��� �� ���

�� � � �� � �� ���
� �� �

��� � � �� ��� �� ���
� ��� �

� � �� �� �� �� ��
� � ��� �� ��� �� ���

��� � � �� �� �� ��
� ��� �

���� � � �� ��� �� ���
� ���� �

Again� the domain is divided into M � n� cubes �n in each direction�� Each cube is
partitioned into � tetrahedra� The dimension of the original algebraic system is N � ��n� �
�n�� The right
hand side is generated randomly� and the accuracy parameter is taken as
� � ����� The coe�cient a�x� is piecewise constant and is de	ned to be

a�x� y� z� �

�
a� �x� y� z� � ����� �� � ����� �� � ����� ��
�� elsewhere�

�����

The computational results are summarized in Table ����

In the second experiment� the method of preconditioning described in Section ��� was
used to solve problem ����� with constant right
hand
side function f�x� by the mixed 	nite
element method with function a�x� in the following form �see also Figure �����

a�x� y� z� �

�														

														�

a � ����� �x� y� z� �

�												

												�

����� ���� � ����� ���� � ����� �����
����� ���� � ����� ���� � ����� �����
����� ���� � ����� ���� � ����� �����
����� ���� � ����� ���� � ����� �����
����� ���� � ����� ���� � ����� �����
����� ���� � ����� ���� � ����� �����
����� ���� � ����� ���� � ����� �����
����� ���� � ����� ���� � ����� ����

�												�
												�

�

�� elsewhere

�����
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Figure ���� An example of the grid domain ��

Table ���� � tetrahedra per cube� Dependency on jump parameter a�

��� ��� ��
N � �� ���

��� �� � ��
N � ��� ���

��� �� � ��
N � ��� ���

��� ��� ��
N � � ��� ���

a Iter Cond Iter Cond Iter Cond Iter Cond

� �� ���� �� ���� �� ���� �� ����
�� �� ���� �� ���� �� ���� �� ����
��� �� ���� �� ���� �� ���� �� ����
���� �� ���� �� ���� �� ���� �� ����
��� �� ���� �� ���� �� ���� �� ����
��� �� ���� �� ���� �� ���� �� ����
���� �� ���� �� ���� �� ���� �� ����
����� �� ���� �� ���� �� ���� �� ����
���� �� ���� �� ���� �� ���� �� ����

Again� the domain � is the unit cube� the domain is divided into M � ��� � ����� cubes�
The dimension of the original algebraic system for the Lagrange multipliers is N � �������

The preconditioner ������ needs niter � �� iterations to solve ������

In both experiments it takes less then �� minutes to obtain resulting vectors q and u�
The slices of solution u by planes parallel to the xy�plane are shown in Figure ����

Finally� in this section the method of preconditioning presented in Section ��� is tested on
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Figure ���� Function a�x� for the model problem ������
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Figure ���� Slices of the solution parallel to xy
plane�

the model problem

�
�X
i��

�

�xi


ki
�u

�xi

�
� f in � � ��� ���� u � � on ��� �����

Again� the domain is divided into n� cubes �n in each direction� and each cube is partitioned
into � tetrahedra� The right
hand side is generated randomly� and the accuracy parameter is
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taken as � � ����� Coe�cients ki� i � �� �� �� are constants on each cube� The results are
summarized in Table ����

Table ���� � tetrahedra per cube� Dependency on parameter ��

��� ��� ��
N � �����

�� � �� � ��
N � �����

��� ��� ��
N � ������

k� k� k� Iter Cond Iter Cond Iter Cond

� � � �� ���� �� ���� �� ����
� � �� �� ���� �� ���� �� ����
� � ��� � ���� �� ���� �� ����
� � ���� � ���� � ���� � ����
� � ����� � ���� � ���� � ����

� � ��� �� ���� �� ���� �� ����
� � ���� �� ���� �� ���� �� ����

�� � � �� ���� �� ���� �� ����
� �� � �� ���� �� ���� �� ����

��� � � �� ���� �� ���� �� ����
� ��� � �� ���� �� ���� �� ����

� �� �� �� ���� �� ���� �� ����
� �� ��� �� ���� �� ���� �� ����
� �� ���� � ���� �� ���� �� ����
� ��� ����� � ���� �� ���� �� ����

From Table ��� we see that the condition number depends on the maximal ratio � �

max
C�Ch

n
k�
k�
� k�

k�

o
� The numerical results are in full agreement with the theoretical estimates� One

can see that the proposed preconditioner is optimal if � � �� In the case of � � � the method
has a better convergence than in the case of the Poisson equation �i�e� k� � k� � k� � ���
If � 
 �� the preconditioner looses its optimal order and the corresponding relative condition
numbers increased strongly with �� It is a rather predictable result since we de	ned local pre

conditioning matrices BC in ������ on each cube� taking some �additional positiveness from
the direction with the dominated anisotropy �z
direction� to other directions� Experiments
show that this procedure is �well behaved if the coe�cient in the z
direction �k�� is greater
than coe�cients k� and k�� And the method loses its e�ectiveness if we choose the wrong
direction� i�e� coe�cient k� is small compared with coe�cients k� and k��

Remember that in the method described in Section ��� we need only an assumption that
coe�cient k� in some direction is not less then the coe�cients in the other directions� Thus�
if� for example� we have the problem where coe�cient k� is not less than coe�cients k� and
k� we can simply rename variables in such a way that a new z variable corresponds to the old
x variable� The results will be the same�
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����� Fictitious components method

In this section we consider the results of the numerical experiments with the 	ctitious com

ponents method for two
 and three
dimensional problems�

First� we consider a model problem

�div �Kru� � f in � � ��� ����
�Kru�n� � � on ���

�����

where

K�x� �

�
a�� a��
a�� a��

�

is a constant symmetric tensor and f�x� � L�����
Let K have eigenpairs �k��u�� and �k��u��� where u� � �� ��� u� � ���� �� ���� � ��

Then consider a transformation of the coordinates ��� �� � F �x� y��

� �  � x� � � y� � � �� � x�  � y�
In coordinates ��� �� problem ����� has the form�

�k� � u�� � k� � u�� � )f in )��

�u

�n
� � on � )��

�����

Now construct a rectangle � in the ��� �� plane which contains )� and a uniform triangular
mesh in �� Then locally modify the mesh in � to 	t the boundaries of )� �see Figures ����
�����
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Figure ���� Example �� Triangulations of the �ctitious and real domains�

Then consider the P�
nonconforming approximation of ����� as is described in Section ����

Au � f � �����

To precondition A we use the 	ctitious components method described in Section ���� In this
method we have to solve the problem�

�k� � u�� � k� � u�� � )f in ��
�u
�n � � on ���

������
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Figure ���� Example �� Triangulations of the �ctitious and real domains�

To solve problem ������ we use the substructuring method of Section ����
In all examples below we have used the preconditioned conjugate gradient method to

solve ������ The stopping criterion was relative residue � � � ����� The 	ctitious domain
was partitioned onto M �M rectangles� N was a dimension of the real triangulation� The
number of PCG iterations Iter and computed condition numbers Cond are shown in Tables
��� and ����

In the 	rst example the coe�cient matrix and its corresponding eigenpairs were

K �

�
��� ���
��� ���

�
�

k� � �� u� �
�p
�
�������

k� � ���� u� �
�p
�
��� ���

������

The domain is shown in Figure ���� and the results of the experiments are given in Table ����

Table ���� Example �� Results of the experiments�

M N Iter Cond

�� ��� �� �����
�� ��� �� �����
�� ���� �� ������
��� ���� �� ������
��� ����� �� ������
��� ������ �� ������

In the second example the coe�cient matrix and its corresponding eigenpairs were

K �

�
���� ���
��� ����

�
�

k� � �� u� �
�p
�
�������

k� � ����� u� �
�p
�
��� ���

������

The domain is shown in Figure ���� and the results of the experiments are given in Table ����
Finally� we consider a three
dimensional problem

�div �Kru� � f in � � ��� ����
�Kru�n� � � on ���

������
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Table ���� Example �� Results of the experiments�

M N Iter Cond

�� ��� � �����
�� ��� � �����
�� ���� � �����
��� ���� �� ������
��� ����� �� ������
��� ������ �� ������

with a constant symmetric tensor

K�x� �

�
�� a�� a�� a��
a�� a�� a��
a�� a�� a��

�
�� �

We construct the coordinate system on the eigenvectors of matrix K and a parallelepiped
� embedding domain �� Then we de	ne a uniform cubic mesh in � and locally modify the
mesh in � to 	t the boundaries of )�� We subdivide each cube into � tetrahedra and de	ne
the P�
nonconforming 	nite element space on this tetrahedral partitioning as is described in
Section ����

Again� we use the 	ctitious components method to precondition problem ������ To solve
the problem in the parallelepiped we use the substructuring method of Section ����

We considered the problem with coe�cient matrices

K �

�
�� �� ��� ��
��� �� ���
�� ��� ��

�
�� �

k� � �� u� �
�p
�
��� �� ���

k� � �� u� �
�p
�
��� ������

k� � ��� u� �
�p
�
������ ���

������

and

K �

�
�� ��� ���� ���
���� ��� ����
��� ���� ���

�
�� �

k� � �� u� �
�p
�
��� �� ���

k� � �� u� �
�p
�
��� ������

k� � ���� u� �
�p
�
������ ���

������

The 	ctitious domain was partitioned into M �M �M cubes� N was a dimension of
the real problem� In Table ��� the number of PCG iterations Iter and computed condition
numbers Cond are shown for both problems�

Again� from Table ��� we see that the numerical results are in full agreement with the
theoretical estimates� The bigger the coe�cient k� the better the rate of convergence�
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Table ���� Fictitious components method in �D�

k� � �� k� � ���
M N Iter Cond Iter Cond

�� �� ��� �� ����� �� �����
�� ��� ��� �� ����� �� �����
�� ��� ��� �� ����� �� �����
�� � ��� ��� �� ����� �� �����

��� Experiments with domain decomposition methods

����� Domain decomposition for problem with diagonal matrix of coe	�

cients

In this section the domain decomposition method presented in Section ��� is tested on the
model problem in the unit square � � ��� ����

�kxuxx � kyuyy � f� in � � ��� ����
u � �� on ���

������

Domain � is composed of � subdomains as shown in Figure ���� Coe�cients kx and ky are
constants in each subdomain�

��

kx 	 k

ky 	 �

��

kx 	 �

ky 	 k

��

kx 	 �

ky 	 k

��

kx 	 k

ky 	 �

Figure ���� Coe�cients in the subdomains for a model problem�

The domain is divided into n� squares �n in each direction� and each square is partitioned
into � triangles� The dimension of the original algebraic system is N � �n� � �n and the
dimension of the Schur complement after elimination of the subdomain problems is N	 � �n�
The right
hand side is generated randomly� and the accuracy parameter is taken as � � �����
The degree of matrix polynomial ������ equals L �

hp
���n

i
��� where ��� is an integer part of

�� The condition number of matrix A��		-	 is calculated by the relation between the conjugate
gradient and the Lanczos algorithm ����� The results are summarized in Table ����
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Table ���� Results of experiments with bordering method�

��� � ���
N � �����

��� � ���
N � ������

��� � ���
N � ������

k Iter Cond Iter Cond Iter Cond

� �� ���� �� ���� �� ����
�� �� ��� �� ��� �� ����
��� �� ��� �� ��� �� ���
���� �� ��� �� ��� �� ���
����� � ��� � ��� � ���
������ � ��� � ��� � ���

����� Domain decomposition on nonmatching grids

In this section the domain decomposition method on nonmatching grids presented in Section
��� is tested on the model problem in unit square � � ��� ����

�
�P

i�j��

�
�xi

�kij
�u
�xj

� � f� in � � ��� ����

u � �� on ���

������

Domain � is composed of � subdomains� The coe�cients kij � i� j � �� �� are constants in each
subdomain� The main directions of the anisotropy in each subdomain and an example of the
grids used in an experiment are shown in Figures ��� and ���� respectively�

�

�
��

k�	�

k�	k

�
�
���

��R

��
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k�	�
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�
��I

��

k�	�
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��

��

k�	k

k�	�

Figure ���� Main directions of the anisotropy in the subdomains�

Each subdomain �k is embedded in a rectangle �k constructed in the local coordinate
system as described in Section ���� Each rectangle �k is divided into n� squares �n in each
direction� and each square is partitioned into � triangles� The dimension of the original
algebraic system is N and the dimension of the Schur complement after elimination of the
subdomain problems is N	� The right
hand side is generated randomly� and the accuracy
parameter is taken as � � ����� The degree of the matrix polynomial ������� equals L �
�
p
n� � �� where ��� is an integer part of ��

The condition number of matrix B�
���S� is calculated by the relation between the conjugate

gradient and the Lanczos algorithm ����� The results are summarized in Table ���� Here Iter
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Figure ���� Nonmatching grids�

denotes the number of iterations of the generalized Lanczos method and Cond denotes the
condition number of matrix B�

���S��

Table ���� Results of experiments with nonmatching grids�

n � ���
N � �� ���

n � ���
N � ��� ���

n � ���
N � � ��� ���

k Iter Cond Iter Cond Iter Cond

� �� ���� �� ���� �� ����
�� �� ���� �� ���� �� ����
��� �� ��� �� ��� �� ����
���� �� ��� �� ��� �� ���
����� �� ��� �� ��� �� ���
������ �� ��� �� ��� �� ���

��� Applications to simulation of 	uid 	ow in porous media

In this section we discuss briey the development of a large scale numerical simulator of
multi
phase fuid ow in porous media� The author of this dissertation was one of the code
developers in the Partnership in Computational Sciences �PICS� project where he worked on
the ow module �see ������ PICS is an initiative sponsored by the U�S� Department of Energy�
The goal of this project is to develop a state of the art computer simulator of groundwater
ow and contaminant transport �GCT��

GCT simulates the ow and reactive transport of substance uids through a heterogeneous
porous medium of irregular geometry� This simulator is designed to run on both massively
parallel� distributed memory computers and on conventional sequential machines� The ow
module is a major part of the PICS code development e�ort� In numerical simulation of
uid ow in porous media there are two important practical requirements for the approxi

mation method for the corresponding mathematical problem� the method should conserve
mass locally on any element and should produce accurate velocities �uxes� even for highly
heterogeneous and anisotropic media with large variations of physical properties� The mixed
	nite element method considered in Chapter II has all these properties� For this reason in



��� Applications to simulation of uid ow in porous media ���

the current version of GCT code the mixed discretization is used for the pressure equations of
the two
phase model� whereas the saturation equation is discretized by an upstream weighted
Galerkin method� A detailed description of this code can be found in �����

Triangulation is done 	rst by introducing a logically rectangular grid� Using such a grid
essentially simpli	es many coding issues and still allows the handling of rather complex ge

ometries� This logically rectangular grid is used to de	ne the upstream
weighted Galerkin
method for the saturation equation� To de	ne the mixed method for the pressure equations
each grid cell is split into 	ve tetrahedra� When the lowest
order Raviart
Thomas spaces
are used� one pressure and four velocity unknowns are attached to every tetrahedron in the
grid� As shown in Chapter II the mixed method results in the system of linear equations of
a saddle
point form�

In the earliest versions of GCT code the generalized method of minimal residuals was used
to solve that systems� In the version GCT ��� the Lagrange multiplier technique described in
Section ��� has been used to replace the saddle
point system by the system with SPD matrix�

Au � f �

where matrix A corresponds to the P�
nonconforming approximation of problem ������� Then
the iterative methods and preconditioning techniques developed in Chapters III� IV� and V
are used�

The results of the experiments with GCT code �written in C� on Sun workstation are
presented in Table ����� The 	rst column shows the number of cubes in the computational
domain� The parameter N in the second column denotes the total dimension of the problem�
In columns � and � of this Table we show the number of iterations and the time �in seconds�
required to solve the initial saddle
point system by the minimal residual method �MINRES�
with accuracy � � ����� In the next two columns we show the number of conjugate gradient
iterations and the time required to solve the same system using the Lagrange multipliers�
In the last two columns we show the results for preconditioned conjugate gradient method
�PCG� with substructuring preconditioner described in Section ����

Table ����� Results of experiments on Sun workstation�

GCT with

minres

GCT with

CG

PCG

method

m�m�m N Iter time Iter time Iter time

�� �� � �� �� � �� � �� �
�� �� � ��� ��� �� �� � �� �
�� �� � ���� ��� ��� ��� �� �� ��

��� ��� �� ����� ���� ���� ��� ��� �� ��

We have also experimented with the GCT code on distributed memory architectures such
as Intel�s Paragon� A domain decomposition approach is used in order to use the speci	c ar

chitecture of these machines� The computational domain is decomposed into a set of logically
rectangular structures each of which is attached to a single processor� Then a corresponding
parallel algorithm for solving the problem is applied� The domain decomposition methods
developed in Chapter V of this dissertation make it possible to handle the problems in very
heterogeneous and highly anisotropic porous medium�



��� Applications

The computational times required to implement one time step of the GCT code on Paragon
supercomputer using �� �� and �� processors are presented in Tables ����� ����� and �����
respectively�

From this experiments one can see that using the Lagrange multiplier reformulation of
the mixed system and the nonoverlapping domain decomposition methods are essential for
improving the e�ciency of the iterative solution and the GCT simulator as a whole�

Table ����� Results of experiments with GCT code on Paragon� 	 processors�

GCT with

minimal residuals

GCT with

conjugate gradient

m�m�m N time �sec� time �sec�

�� �� � ��� �� �
�� �� � � ��� �� ��m��� ��

��� ��� �� �� ��� ��� ���m��� ��� ��m���
��� ��� �� ��� ��� ���� ���m���

Table ����� Results of experiments with GCT code on Paragon�  processors�

GCT with

minimal residuals

GCT with

conjugate gradient

m�m�m N time �sec� time �sec�

�� �� � ��� � �
�� �� � � ��� �� ��

��� ��� �� �� ��� ��� ��m��� �� ��m���
��� ��� �� ��� ��� ���� ��h��m��� ���� ���m���
��� ��� �� � ��� ��� ����� ��h��m���

Table ����� Results of experiments with GCT code on Paragon� �� processors�

GCT with

minimal residuals

GCT with

conjugate gradient

m�m�m N time �sec� time �sec�

�� �� � ��� � �
�� �� � � ��� �� �

��� ��� �� �� ��� ��� ��m��� ��
��� ��� �� ��� ��� ���� ���m��� ��� ���m���
��� ��� �� � ��� ��� ���� ��h��m���



CHAPTER VII

CONCLUSIONS

The main objectives of this dissertation were�

��� Development and study of the e�cient iterative techniques for nonconforming 	nite
element approximations to boundary value problems of second order self
adjoint linear
elliptic PDE�s with a special emphasis on problems in three dimensions with possibly
large anisotropy in the coe�cients of the PDE�s�

��� Construction of an iterative method based on domain decomposition for algebraic sys

tems that occur when using nonmatching grids in subdomains�

��� Experimental veri	cation of conclusions from the theoretical analysis of the algorithms
considered and application of the developed methods to the simulation of uid ow in
porous media�

Based on the research conducted in this dissertation� the following main results are pre

sented for the defense�

��� New preconditioning techniques for nonconforming approximations of two
 and three

dimensional anisotropic problems are developed and studied� It is shown that the pre

conditioners are spectrally equivalent to the original matrices� the constants of equiv

alence are independent of mesh size and the coe�cients of the problem� In particular�
we have proposed preconditioners based on�

�a� algebraic substructuring method� estimates of computational complexity of the
implementation of constructed preconditioners are obtained and optimal arithmetic
complexity is shown�

�b� 	ctitious components method� the proof of an optimality of the considered method
is based on the theory of the extension of mesh functions from the original do

main into the 	ctitious embedded domain� a variant of the extension theorem for
nonconforming 	nite element spaces is given�

�c� nonoverlapping domain decomposition method based on block bordering� it is
shown that the preconditioner constructed has an optimal arithmetic complexity�

�d� domain decomposition method on nonmatching grids� based on the technique of
domain decomposition and the 	ctitious components methods a construction of
block diagonal preconditioners for algebraic systems arising in the mortar 	nite
element method is developed�

��� Using an equivalence between nonconforming 	nite element methods and hybrid
mixed
methods the constructed iterative methods for algebraic systems with symmetric pos

itive de	nite matrices are extended to saddle
point problems which arise from mixed
	nite element approximations�

��� Extensive testing of the newly developed iterative methods and preconditioning tech

niques are considered on model and real problems� In particular� these methods are
applied in the simulator of uid ow in porous media�

���
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