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Abstract� A new mixed formulation recently proposed for linear problems is extended to
quasilinear second order elliptic problems� This new formulation expands the standard mixed

formulation in the sense that three variables are explicitly treated� i�e�� the scalar unknown�
its gradient� and its �ux �the coe�cients times the gradient�� Based on this formulation�

mixed �nite element approximations of the quasilinear problems are established� Existence
and uniqueness of the solution of the mixed formulation and its discretization are demon�

strated� Optimal order error estimates in the Lp and H�s�norms are obtained for the mixed
approximations� A postprocessing method for improving the scalar variable is analyzed� and
superconvergent estimates are derived� Implementation techniques for solving the systems of

algebraic equations are discussed� Comparisons between the standard and expanded mixed
formulations are given both theoretically and experimentally� The mixed formulation pro�

posed here is suitable for the case where the coe�cient of di�erential equations is a small
tensor and does not need to be inverted�

�� Introduction

This is the second paper of a series in which we develop and analyze expanded mixed
formulations for numerical solution of second order elliptic problems� This new formula�
tion expands the standard mixed formulation in the sense that three variables are explicitly
treated� i�e�� the scalar unknown� its gradient� and its �ux �the coe�cient times the gra�
dient�� It is suitable for the case where the coe�cient of di�erential equations is a small
tensor and does not need to be inverted� It directly applies to the �ow equation with low
permeability and to the transport equation with small dispersion in ground water modeling
and petroleum reservoir simulation�

In the �rst paper of the series 	
�� we analyzed the expanded mixed formulation for
linear second order elliptic problems� Optimal order and superconvergent error estimates
for mixed approximations were obtained� and various implementation techniques for solving
the system of algebraic equations were discussed�
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In this paper� we consider the expanded mixed formulation for a general quasilinear
second order elliptic problem� The analysis for the nonlinear problem is completely dif�
ferent from that for the linear problem� First� existence and uniqueness of solution to
the nonlinear expanded discretization need to be proven explicitly� This is accomplished
through the Brouwer �xed point theorem� Second� the nonlinear error analysis heavily
depends upon the established existence result� and is much more di�cult� Also� the post�
processing scheme proposed here for the �rst time for the nonlinear mixed method is not
a straightforward extension of its linear counterpart� Finally� there has been little theory
for solving the system of algebraic equations arising from the nonlinear mixed method� In
this paper� we discuss implementation techniques for solving the nonlinear mixed method�
Special attention is here paid to implementation of the mixed method as a �nite di�erence
method�

It was shown 	�� ��� ��� that the linear system arising from the usual mixed formulation
can be simpli�ed by use of certain quadrature rules for the lowest�order Raviart�Thomas
	��� spaces over a rectangular grid� That is� the mixed method system can be written
as a cell�centered �nite di�erence method� The same spaces were also considered for the
linear expanded mixed method in 	��� We here consider an analogous simpli�cation of
the expanded mixed method system as a �nite di�erence method for another widely used
space� the lowest order Brezzi�Douglas�Marini space 	�� in the planar case or the lowest�
order Brezzi�Douglas�Dur�an�Fortin space 	�� in the three�dimensional case�

This paper also gives a comparison between the standard mixed formulation and the
expanded one� For certain nonlinear problems� we show that the expanded formulation is
superior to the standard one in that the former leads to the derivation of optimal order error
estimates� while the latter gives only sub�optimal error estimates for the mixed method
solution� This result is also justi�ed through numerical results� In the previous papers 	��
�� ���� only the Raviart�Thomas spaces have been considered for nonlinear problems� Here
we are able to consider all the existing mixed �nite element spaces 	�� �� �� �� ��� �
� ���
����

In the next section we develop the expanded mixed formulation for a fairly general
nonlinear second order elliptic problem� It is proven that this formulation has a unique
solution and is equivalent to the original di�erential problem� Then� in x� we show that
all the existing mixed �nite elements apply to this formulation� In particular� it is demon�
strated that the approximation formulation has a unique solution and gives optimal error
estimates in the Lp and H�s�norms� In x�� we propose and analyze a postprocessing
method for improving the scalar unknown and derive superconvergent estimates� In x�� we
extend the analysis to a nonlinear problem and discuss the di�erence between the usual
mixed method and the standard one� Finally� in x� we discuss implementation techniques
for solving the system of algebraic equations arising from the expanded mixed method and
present numerical examples to illustrate our theoretical results�

�� Expanded mixed formulation

Let � be a bounded domain in IRn� n � � or �� with the boundary ��� We consider
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the quasilinear problem

Lu � �r � �a�u�ru� b�u�� � c�u� � f in ������a�

u � �g on �������b�

where we assume that the coe�cients a � ��� IR� IR� b � ��� IR� IRn� and c � ��� IR�
IR are twice continuously di�erentiable with bounded derivatives through second order�
moreover� we assume that

����c� �a�u��� �� � a�k�k�� u � IR� � � �L�����n � a� � �

�Hk��� � W k����� is the Sobolev space of k di�erentiable functions in L���� with the
norm k � kk� we omit k when it is zero�� We also assume that for some � � � � � ��
and each pair of functions �f� g� � H���� � H��������� there exists a unique solution
u � H������ to ������

Let

V � H�div� �� �
n
v � �L�����n � r � v � L����

o
�

W � L�����

� �
�
L����

�n
�

and let ��� ��S denote the L��S� inner product �we omit S if S � ��� Then ����� is
formulated in the following expanded mixed form for ��� �� u� � V � ��W �

�a�u��� ��� ��� �� � �b�u�� �� � � � � � ������a�

��� v�� �u�r � v� � �g� v � 	���� � v � V�����b�

�r � ��w� � �c�u�� w� � �f�w�� � w � W�����c�

where 	 is the outer unit normal to the domain ��
To analyze ������ let U � W �� with the usual product norm k
k�U � kwk��k�k�� 
 �

�w� �� � U � and introduce the bilinear forms A��� �� � U �U � IR and B��� �� � U � V � IR
by

A��� 
 � � �a�u��� ��� � � �u� ��� 
 � �w� �� � U�

B�
� v� � �w�r � v�� ��� v�� 
 � �w� �� � U� v � V�

Then ����� can be written in the form for ��� �� � U � V such that

A��� 
 � � B�
� �� � C��� 
 � � F�
 �� � 
 � U�����a�

B��� v� � ��g� v � 	���� � v � V�����b�
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where

C��� 
 � � �b�u�� �� � �c�u�� w�� 
 � �w� �� � U�

F�
 � � �f�w�� 
 � �w� �� � U�

Finally� we de�ne
Z � f
 � U � B�
� v� � � � v � V g �

The next result can be found in the �rst paper 	
��

Lemma ���� Let 
 � �w� �� � U � Then 
 � Z if and only if w � H�
� ��� and � � �rw�

Theorem ���� If ��� �� � U � V is the solution of ����� with � � �u� ��� then u � H����
is the solution of ����� with � � �ru and uj�� � g� Conversely� if u � H���� is the
solution of ����� with uj�� � g� then ����� has the solution ��� �� � U �V with � � �u� ���
� � �ru� and � � ��a�u�ru� b�u���

Proof� First� let ��� �� � U � V be the solution of ����� with � � �u� ��� Without loss of
generality� let g �  �otherwise� let u� � H���� such that u�j�� � g and consider u � u�
	����� Then ����b� with g �  implies that � � Z so that� by Lemma ���� u � H�

� ��� and
� � �ru� Hence� for all w � H�

� ��� and � � �rw� it follows from Lemma ��� that

A��� 
 � � C��� 
 � � F�
 �� � 
 � �w� �� � Z�

i�e��
�a�u�ru�rw� � �b�u��rw� � �c�u�� w� � �f�w�� � w � H�

� ����

Hence u is a weak solution of ������ i�e�� the solution of ����� 	����
Next� we assume that u � H�

� ��� is the solution of ������ Set � � �u� �� with � � �ru
and � � ��a�u�ru � b�u��� Then it follows from Lemma ��� that � � Z� so ����b� with
g �  holds� Thus it remains to prove ����a�� For each 
 � U with 
 � �w� ���

A��� 
 � � B�
� �� � C��� 
 � � �a�u��� �� � �w�r � ��� ��� �� � �b�u�� �� � �c�u�� w�

� �w��r � �a�u�ru� b�u�� � c�u��

� �f�w�� � w � W�

which implies ����a�� �

�� Mixed �nite elements

To de�ne a �nite element method� we need a partition Eh of � into elements E� say�
simplexes� rectangular parallelepipeds� and�or prisms� where only edges or faces on ��
may be curved� In Eh� it is also necessary that adjacent elements completely share their
common edge or face� let �Eh denote the set of all interior edges �n � �� or faces �n � ��
e of Eh�
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Since mixed �nite element spaces are �nite dimensional and de�ned locally on each
element� let� for each E � Eh� Vh�E� � Wh�E� denote one of the mixed �nite element
spaces introduced in 	�� �� �� �� ��� �
� ��� ��� for second order elliptic problems� Then
we de�ne

�h � f� � � � �jE � Vh�E� for each E � Ehg �
Vh � fv � V � vjE � Vh�E� for each E � Ehg �
Wh � fw � W � wjE � Wh�E� for each E � Ehg �

The expanded mixed �nite element method for ����� is to �nd ��h� �h� uh� � Vh��h�Wh

such that

�a�uh��h� ��� ��h� �� � �b�uh�� �� � � � � � �h�����a�

��h� v� � �uh�r � v� � �g� v � 	���� � v � Vh�����b�

�r � �h� w� � �c�uh�� w� � �f�w�� � w � Wh�����c�

We shall establish existence� uniqueness� and convergence results for ����� in this sec�
tion� For simplicity� we concentrate on the planar case� an extension to the space case is
straightforward� We mention that while an extra unknown is introduced in ������ the com�
putational cost for solving ����� is the same as that for solving the usual mixed method�
as shown in x��
���� Existence� C and C� are generic constants below� where C� depends on kuk���� at
most quadratically� Each of our mixed �nite element spaces 	�� �� �� �� ��� �
� ��� ���
has the property that there are projection operators �h � �H�����n � Vh and Ph � L��
projection � L����� Wh such that

kv ��hvk � Ckvkrhr� � � r � k � ������a�

kr � �v ��hv�k � Ckr � vkrhr�  � r � k������b�

kw � Phwk�s � Ckwkrhr�s�  � s� r � k������c�

and

�r � �v ��hv�� w� � � � w �Wh�����a�

�r � v� w � Phw� � � � v � Vh�����b�

where k� � k � � for the Raviart�Thomas�Nedelec spaces 	��� �
� ��� and the Brezzi�
Douglas�Fortin�Marini spaces� k� � k for the Brezzi�Douglas�Marini spaces and Brezzi�
Douglas�Dur�an�Fortin 	�� ��� and the Chen�Douglas spaces include both cases� Also� let
Rh be the L� projection onto �h� Then we see that

����� ���Rh�� 
 � � � � � � �� 
 � �h�
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and

����� k��Rh�k�s � Ck�krhr�s�  � s� r � k � ��

For the analysis below� we write

����� a�uh�� a�u� � ��au�uh��u� uh� � �au�u��u� uh� � �auu�uh��u� uh�
��

where

�au�uh� �

Z �

�

au�uh � t�u� uh��dt�

�auu�uh� �

Z �

�

��� t�auu�u� t�uh � u��dt�

are bounded in ��� Similarly� we write

b�uh�� b�u� � ��bu�uh��u� uh� � �bu�u��u� uh� � �buu�uh��u� uh�
�����
�

c�uh�� c�u� � ��cu�uh��u� uh� � �cu�u��u� uh� � �cuu�uh��u� uh�
�������

where �bu�uh�� �buu�uh�� �cu�uh�� and �cuu�uh� are bounded functions in ��� We now subtract
����� from ����� to obtain the error equations

�a�u���� �h�� ��� �� � �h� �� � �b�u�� b�uh�� �� � ��a�uh�� a�u���h� �� �����a�

� � � �h�

��� �h� v� � �u� uh�r � v� � � � v � Vh�����b�

�r � �� � �h�� w� � �c�u�� c�uh�� w� � � � w �Wh�����c�

Substituting ����� ����� into ������ we see that

�a�u���� �h�� ��� �� � �h� �� � �!�u��u� uh�� ������a�

�
��
�auu�uh��� b�uu�uh�

�
�u� uh�

�� �
�
� ��au�uh��u� uh���� �h�� �� �

�� � �h�

��� �h� v�� �u� uh�r � v� � � �v � Vh�����b�

�r � �� � �h�� w� � ���u� uh�� w� �
�
�cuu�uh��u� uh�

�� w
�
� � w � Wh�����c�

where !�u� � au�u���bu�u� and ��u� � cu�u�� Now let M � H����� L���� be the linear
operator

Mw � �r � �a�u�rw � !�u�w� � �w�

and let
" � Vh � �h �Wh � Vh � �h �Wh
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be given by "��
� � ��� � �x� y� z�� where �x� y� z� is the solution of the system

�a�u���� y�� ��� �� � x� �� � �!�u� z�� �������a�

�
��

�auu������buu���
�
�u� ���� �

�
� ��au����u� ����� �� �� �

� � � �h�

��� y� v� � �u� z�r � v� � � � v � Vh������b�

�r � �� � x�� w� � ���u� z�� w� �
�
�cuu����u� ���� w

�
� � w � Wh������c�

We assume that the restrictions ofM andM� �its adjoint� to H�����H�
� ��� have bounded

inverses� This is satis�ed if cu �  	���� Then existence and uniqueness of solution to ������
is known 	
� since ������ corresponds to the expanded mixed method for the linear operator
M � Now we see that existence of a solution to ����� is equivalent to the problem that the
map " has a �xed point� Consequently� the solvability of ����� follows from the Brouwer
�xed point theorem if we can prove that " maps a ball of Vh��h�Wh into itself� Toward
that end� we need the following de�nition 	����

We say that � is �s� �� ���regular with respect to M if the Dirichlet problem

M�� � � in �������a�

� �  on �������b�

is uniquely solvable for � � L���� and if

������ k�ks���� � Ck�ks�� �
Lemma ���� Assume that � � � �	 and � is �s��� ����regular with respect to M � where
�� � ���� � �� is the conjugate exponent of �� Let � � L����� � � V � � � L����� and
r � L����� If � � Wh satis�es the system

�a�u��� ��� ��� �� � �!�� �� � ��� ��� �� � �h������a�

��� v�� ���r � v� � � � v � Vh������b�

�r � ��w� � ����w� � �r� w�� � w � Wh������c�

then there is a constant C � C��� a�!� ���� such that

������ k�k��� � C
n
�k�k � k�k�h��� � hmin�������k��kr � �k� k�k� k�k

o
�

Moreover� if � � L����� � � W ����div � �� �
�
v � L�����r � v � L����

�
� � � L����� and

r � L����� then for  � s � �k�

������

k�k�s�� � C
�
�k�k��� � k�k����hmin�s���k��� � k�k���hmin�s���k��

� �kr � �k��� � krk����hmin�s���k��

� k�k�s���� � krk�s����
�
�
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Proof� We only prove ������� ������ can be shown more easily� Let � � W s������ and

� � W s�������� be the solution of ������� Then� by ������ ������� and integration by parts�
we see that

����
�

��� �� ����M���

� ����r � �a�u�r��� !r�� ���

�� ����h �a�u�r���� �!��r��Rhr��� �!��Rhr�� � ���� ��

� ��� a�u�r���h �a�u�r���� �a�u���r� �Rhr�� � ���r� �Rhr��
� �r � �� �� Ph�� � ���r� �Rhr�� � ���r�� � �r�Rh�� �� � �r� ��

� �!��r��Rhr�� � ���� �� Ph���

Applying ����a�� ����b�� and ������ we observe that

j��� a�u�r� ��h �a�u�r���j � Ck�k��� k�ks����� hmin�s���k����

j�a�u���r� �Rhr��j � Ck�k��� k�ks����� hmin�s���k����

j���r� �Rhr��j � Ck�k��� k�ks����� hmin�s���k����

j�r � �� � � Ph��j � Ckr � �k��� k�ks����� hmin�s���k���

j���r� �Rhr��j � Ck�k��� k�ks����� hmin�s���k����

j���r��j � k�k�s���� k�ks����� �
j�r� Ph�� ��j � Ckrk���k �ks����� hmin�s���k���

j�r� ��j � krk�s���� k�ks����� �
j�!��r� �Rhr��j � Ck�k���k �ks����� hmin�s���k����

j���� � � Ph��j � Ck�k��� k�ks����� hmin�s���k���

Substitute these inequalities into ����
� and use ������ to obtain

������

k�k�s�� � C
�
�k�k��� � k�k��� � k�k����hmin�s���k���

� kr � �k��� hmin�s���k�� � k�k�s����
�krk��� hmin�s���k�� � krk�s���� � k�k��� hmin�s���k��

�
�

First� consider s � � for h su�ciently small� the hk�k��� term on the right�hand side of
������ can be absorbed into the left�hand side� and the result ������ has been established
for s � � Then� for s � � apply ������ again� the established result for s � � and the
interpolation result 	���

krk���� � Ckrks��s������ krk���s���
�s���� � C

�
hkrk��� � h�s��krk�s����

�
�
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to obtain ������ since k� � k � � and s � �k�� �

We now turn to existence of a solution to ������ For this we rewrite ������ by shifting
�u� �� �� to �Phu�Rh���h�� and using ����a�� ����b�� and ����� as follows�

�a�u��Rh�� y�� ��� ��h� � x� �� � �!�Phu� z�� �������a�

�
��

�auu������buu���
�
�u� ���� �

�
� ��au����u� ����� �� ��

� �a�u��Rh�� ��� �� � �� ��h�� �� � �!�Phu� u�� �� �

� � � �h�

�Rh�� y� v� � �Phu� z�r � v� � � � v � Vh������b�

�r � ��h� � x�� w� � ���Phu� z�� w������c�

�
�
�cuu����u� ���� w

�
� ���Phu� u�� w� � � w � Wh�

Let Wh � Wh and Lh � �h with the stronger norms kwkWh
� kwk��� and k�kLh �

k�k������ respectively� where � � �� � ����� � ��

Theorem ���� For � �  su�ciently small �dependent of h�� " maps a ball of radius �
of Vh �Lh �Wh onto itself�

Proof� Let

����� k�h� � 
kV � �� kPhu� �k��� � �� kRh�� k����� � ��

We now apply ������ to ������ with

� �
�
�auu������buu���

�
�u� ��� � �au����u� ����� � � a�u��Rh�� ��

� � ��h� �!�Phu� u��

r ��cuu����u� ��� � ��Phu� u��

First� note that� by ����a�� ����b�� and ������

k�k� krk � C
�ku� �k���� � ku� �k��� k�� k�����
� kRh�� �k� k� ��h�k� kPhu� uk�

� C
�ku� Phuk���� � k� � Phuk���� � hkuk�
� �ku� Phuk��� � kPhu� �k���� �k��Rh�k����� � kRh�� k������

�
�

so that� by ������ ������ ������ and the Sobolev embedding inequalities 	��

kuk����� � C�kuk���� kuk��� � C�kuk����
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we see that

������ k�k� krk � C��h� ����

where C� � C��kuk����� If we take the last term on the left side of equations �����a� and
�����c� over to the right side� the left side in ������ beomes exactly the expanded mixed
method for the di�erential operator �r � �a�u�r�� It follows from 	
� that

k�h� � xkV � C �kPhu� zk� k�k� krk� ������a�

kRh�� yk � C �kPhu� zk� k�k� krk� ������b�

Now� apply ������ to ������ to obtain

kPhu� zk��� � C
�
�kRh�� yk� k�h� � xk�h���

� kr � ��h� � x�k hmin�������k�� � k�k � krk��
Consequently� it follows from ������ and ������ that

������ kPhu� zk��� � C��h� ����

for h su�ciently small� Exploit ������ ������ again to see that

k�h� � xkV � C��h� ���������a�

kRh�� yk � C��h� ���������b�

Using the quasi�regularity of Th� we �nd that

������ kRh�� yk����� � Ch��������kRh�� yk � C�h
���������h� ����

Finally� let h � ��C��
�������������

and choose � � �C�h
�������� Observe that in order to

have C�h
������� � ��� and C�h

���������� � ���� � must belong to

h
�C�h

�������� ��C��
��h�������

i

� ��

which is satis�ed for h and � as chosen� Now� by ������� �����a�� and ������� for such chosen
h and �� we have

������ k�h� � xkV � �� kPhu� zk��� � �� kRh�� yk����� � ��

That is� " maps the ball of radius �� centered at ��h��Rh�� Phu� onto itself� �
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���� L��error estimates� Assume momentarily that ����� has a unique solution� That
it does will be established later� at least for small h� To obtain error estimates� we rewrite
������ by ����� ������ as follows�

�a�u���� �h�� ��� �� � �h� �� �
��

�au�uh��h ��bu�uh�
�
�u� uh�� �

�
� � � � � �h�

��� �h� v� � �u� uh�r � v� � � � v � Vh�

�r � �� � �h�� w� � ��cu�uh��u� uh�� w� � � � w � Wh�

De�ne

� � �� �h� � � Rh�� �h�

d � � � �h� e � �h� � �h�

y � u� uh� z � Phu� uh�

We then have with �!h � �au�uh��h ��bu�uh�

�a�u��� �� � �d� �� � ��!hz� �� �
�
�!h�Phu� u�� �

�
� � � � �h�����
a�

��� v� � �z�r � v� � � � v � Vh�����
b�

�r � d�w� � ��cu�uh�z� w� � ��cu�uh��Phu� u�� w� � � w � Wh�����
c�

Or� equivalently� as a result of ����b� and ������

�a�u��� �� � �d� �� � ��!h z� �� �
�
�!h�Phu� u�� �

�
� � � � �h������a�

��� v�� �z�r � v� � � � v � Vh������b�

�r � d�w� � ��cu�uh�z� w� � ��cu�uh��Phu� u�� w� � � w � Wh������c�

Observe that ����
� or ������ corresponds to the mixed method for the linear operator

N � H����� L���� given by Nw � �r �
�
a�u�rw � �!hw

�
� �cu�uh�w� As shown in 	����

it follows from the results ������ in the proof of Theorem ��� that there is an h� such that
the restriction of its adjoint N� to H�����H�

� ��� has a bounded inverse for h � h�� Now
we prove the next result�

Theorem ���� Assume that � is ������regular with respect to M � Then for h su�ciently
small

ku� uhk � C� �kukr hr � kukr����k� hr�� ������a�

� � r � k � �� � � r� � k��

k�� �hk� k� � �hk � C�

�
kukr�� hr � kukr� hr� � kr � �kr� hr��min���k��

�
������b�

� � r � k � ��  � r� � k��

kr � �� � �h�k � C� �kukr�� hr � kukr� hr� � kr � �kr� hr�� ������c�

� � r � k � ��  � r� � k��
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Proof� Using ������ with � � �C�h
�������� the embedding relation H������ �W ���������

and the quasi�regularity of Th� we see that

�����

k�hk��� �k�k��� � kPh�k���
�Ch��������k�k����� � k�� Ph�k��� � k�k���
�C� �kuk���� �

so that k�!hk��� is bounded by C�� Now� apply ������ to ����
� to get

������

kzk � C

��
k�k � kdk�

����!h�Phu� u�
����h

� �kr � dk� k�cu�uh��Phu� u�k�hmin���k��

�
����!h�Phu� u�

���
��

� k�cu�uh��Phu� u�k
��

�
�

Furthermore� by ����c� and ������ we see that

����!h�Phu� u�
���h�

����!h�Phu� u�
���
��

� C�kukr� hr����  � r� � k��������

k�cu�uh��Phu� u�kh� k�cu�uh��Phu� u�k
�� � C�kukr� hr����  � r� � k��������

It remains to estimate �� d� and kr � dk� As in the proof of Theorem ���� it follows from
������ 	
� that

k�k� kekV � C� �k�h� � �k� k��Rh�k� kyk� �
so that� by ����a� and ������

������ k�k� kekV � C� �kukr�� hr � kyk� � � � r � k � ��

Now� apply ����a�� ����b�� ������ and ������ to obtain

k�k � C� �kukr�� hr � kyk� � � � r � k � �������a�

kdk � C� �kukr�� hr � kyk� � � � r � k � �������b�

kr � dk � C� �kr � �kr� hr� � kukr hr � kyk� �  � r� � k�������c�

� � r � k � ��

Substitute �����a� �����c� into ������ and use ����c�� ������� and ������ to obtain

������
kzk � C�

�
kukr�� hr�� � kukr� hr��� � kr � �kr� hr��min���k��

�
�

� � r � k � ��  � r� � k��
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for h su�ciently small� Now� combine ����c�� ������� and ������ to yield the desired result
������� �

We remark that the L��error estimates in Theorem ��� are optimal both in rate �for
any h� and in regularity� Also� as a result of ������� we have

����
� kPhu� uhk � C�kukrhk���� r � max�k� � �� ���

which is a superconvergence result and is needed in the analysis of the later postprocessing
method� Note that in the case where k� � k � � we have the superconvergence order
O�hk���� and in the case where k� � k we have O�hk���� For the linear case where a does
not depend on the solution u and b � c   in ������ we have shown a superconvergence
result� which is of order O�hk��� for both cases 	
�� The reason that we only have a
superconvergence order O�hk��� for the latter case for the present nonlinear problem is
that the coe�cient a depends on u and b and c are not zero� The same remark applies to
the postprocessing method proposed in x� later�

���� Uniqueness� We now demonstrate the uniqueness of the solution to ������ Let
�ui� �i� �i� � Wh � �h � Vh be solutions of ������ i � �� �� Note that it follows from
Theorem ��� that these two solutions satisfy the error bounds in ������ provided that
they satisfy ������� Then the quasi�regularity of Th and the error bounds imply that �i is
bounded by kuk���� i � �� �� Let �u � u� � u�� �� � �� � ��� and �� � �� � ��� Then� by
������ we see that

�
a�u����� �

� � ���� �� �
��

�au�u
���� ��bu�u��

�
�u� �

�
� � � � � �h������a�

���� v� � ��u�r � v� � � � v � Vh������b�

�r � ���w� � �
�cu�u

���u�w
�
� � �w � Wh������c�

Then� as in the linear case 	
�� we have

������ k��k� k��kV � C�k�uk�
Also� we rewrite ������ in the form

�
a�u���� �

�� ���� �� �
��

�au�u
���� ��bu�u��

�
�u� �

�
�
�
�au�u

�����u� u��� �
�
� � � � �h�

���� v� � ��u�r � v� � � � v � Vh�

�r � ���w� � ��cu�u���u�w� � � �w � Wh�

Then� apply ������ to this system to see that

k�uk � C�

�k��k� k��kV
�
h�

which� together with ������� implies that

k�uk � C�hk�uk�
Namely� u� � u� for h small enough� So� ������ yields that �� � �� and �� � ��� Hence�
the uniqueness is shown�
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���� H�s����error estimates� Apply ������ to ����
� with � � � to see that

�����
kzk�s � C�

�
�k�k � kdk�hmin�s���k��� � kPhu� ukhmin�s���k��

� kr � dkhmin�s���k�� � kPhu� uk�s��
�
�

Then it follows from ����c� and ������ that

������

ku� uhk�s � ku� Phuk�s � kzk�s

� C�

	







�








�

kukr hr�s � kukr� hr��s�
 � s � k� � �� � � r � k � �� � � r� � k��

kukr�� hr�k� � kukr��� hr��k
�
���

s � k� � �� � � r � k � �� � � r� � k��

kukr�� hr�k� � kukr��� hr��k
�

�

s � k�� � � r � k � ��  � r� � k��

Now� let � � Hs���� By ����a� and ����
�� we have

�d� �� ��d� ��Rh�� � �d�Rh��

��d� ��Rh�� � �a�u���Rh�� �
�
�!hz�Rh�

�
�
�
�!h�Phu� u�� Rh�

�
��d� ��Rh��� �a�u��� � �Rh�� � ��� a� ��h�a���

� �z�r � �a�u�����
�
�!hz� � �Rh�

�
�
�
�!hz� �

�

�
�
�!h�Phu� u�� � �Rh�

�
�
�
�!h�Phu� u�� �

�
�

so that

j�d� ��j � C�

�
�kdk� k�k � kzk� kPhu� uk�hmin�s�k���

� kzk�s�� � kPhu� uk�s
�k�ks�

This inequality� together with �����b�� ����c�� and ������ implies that

������ k� � �hk�s � C�

	


�



�

kukr�� hr�s � kukr��� hr��s�
 � s � k� � �� � � r � k � �� � � r� � k��

kukr�� hr�k� � kukr��� hr��k
�

�

s � k�� � � r � k � ��  � r� � k��

The same result holds for � � �h by means of a similar argument� Finally� using ����c�
and ����
c�� we see that� for � � Hs����

�r � d� �� ��r � d� �� Ph�� � �r � d� Ph��
��r � d� �� Ph��� ��cu�uh�z� �� � ��cu�uh�z� �� Ph��

� ��cu�uh��Phu� u�� �� � ��cu�uh��Phu� u�� Ph�� �� �
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Consequently� we have

������

kr � �� � �h�k�s �C
�
�kr � dk� kzk� kPhu� uk�hmin�s�k��

� kzk�s � kPhu� uk�s
�

�C�kukr��hr�s�  � s� r � k��

The results in ������ ������ can be summarized in the following theorem�

Theorem ���� Let � be �s��� ���regular with respect to M � Then for h su�ciently small
the results in ������������� hold�

���� Lp�error estimates� The next theorem can be easily shown from ����c�� ����b�� the
triangle inequality� and the quasi�regularity of Th�

Theorem ���� There exists a constant C� independent of h such that

ku� uhk��p � C�

�
kukr�� hr � kukr��p hr� � kr � �kr� hr��min���k����

�
�

� � r � k � ��  � r� � k�� � � p � 	�

�� Postprocessing and superconvergence

In this section we consider a postprocessing scheme� which leads to a new more accurate
approximation to the solution than uh� The present scheme is an extension to the nonlinear
case of the postprocessing procedure considered in 	
� for the expanded mixed method for
the linear problem� A similar approach for the usual linear mixed method is given in 	����
Let

W �
h � fw � W � W jE � R�E� for each E � Ehg �

where R�E� � Pk��E� if E � Eh is a triangle and R�E� � Pk��E� � Pk��E� if E � Eh is
a rectangle� Then the postprocessing scheme is given for u�h � W �

h as the solution of the
system

�u�h� ��E � �uh� ��E � E � Eh�����a�

�a�u�h�ru�h � b�u�h��rv�E � �c�uh�� v�E � �f� v�E � h�h � 	E � vi�E �����b�

� v � R�E�� E � Eh�

where �uh� �h� is the solution of ����� and 	E is the outer unit normal to E�
To see that there exists at least one solution u�h to ������ let us consider the map

S � W �
h � W �

h de�ned by

�Sy� ��E � �uh� ��E � E � Eh�����a�

�a�y�r�Sy�� b�y��rv�E � �c�uh�� v�E � �f� v�E � h�h � 	E � vi�E �����b�

� v � R�E�� E � Eh�
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for y � W �
h � Note that� by ����c��

�c�uh�� v�E � �f� v�E � h�h � 	E � vi�E � � v � P��E��

so that the linear equations ����� de�ne S uniquely� Now� choose v � Sy in ����b� to
see that the range of S is contained in a ball� Since S is clearly continuous� the Brower
�xed point theorem implies that ����� has a solution� as illustrated in Theorem ���� The
argument in x��� can also be used to show uniqueness of the solution for h su�ciently
small�

To carry out an error analysis for ������ we also need a family fUhg��h�� of continuous
spaces in ��� which are piecewise polynomials over Eh� such that

����� inf
�kv � �k� h kr�v � ��k� h�kv � �k��	 � � � Uh

� � Ckvks hs�
if � � s � k� � �� Finally� let PE denote the L��projection onto P��E�� Because of the
�nite dimensionality of each Uh� the in�mum in ����� is achieved� Let �uh � Vh be such
that ku� �uhk�h kr�u� �uh�k�h�ku� �uhk��	 is minimal� Then it follows from ����� that

����� kr�uhk��	 � Ckuk��	 � Ckuk����
Theorem ���� Let u � H�������Hk����� be the solution of ����� and u�h be the solution
of ������ Then

����� ku� u�hk � C�kukrhk
���� r � max�k� � �� ���

Proof� By ����� and the relation � � � �a�u�ru� b�u��� we see that

����� �a�u�ru� b�u��rv�E � �c�u�� v�E � �f� v�E � h� � 	E � vi�E � � v � R�E��

Consequently� subtract ����� from ����� to yield the error equation

�a�u�ru� a�u�h�ru�h�rv�E � �b�u�� b�u�h�� v�E � �c�u�� c�u�h�� v�E

� h�� � �h� � 	E � vi�E � � v � R�E��

This inequality� together with ����c�� implies that

���
�

a� kr��uh � u�h�k�E
� a� kr�I � PE���uh � u�h�k�E
� �a�u�h�r�I � PE���uh � u�h��r�I � PE���uh � u�h��E
� �a�u�r��uh � u��r��uh � u�h��E � �	a�u�h�� a�u��r�uh�r��uh � u�h��E
� �b�u�� b�u�h��r��uh � u�h��E � �c�u�� c�uh�� �I � PE���uh � u�h��E
� h�� � �h� � 	E � �I � PE���uh � u�h�i�E

� C kr��uh � u�kE kr��uh � u�h�kE
� ka�u�h�� a�u�k����E kr�uhk��	�E kr��uh � u�h�k
� kb�u�� b�u�h�kE kr��uh � u�h�kE � kc�u�� c�uh�kE k�I � PE���uh � u�h�kE

�


hE

Z
�E

j��h � �� � 	Ej� ds
���� 

h��E

Z
�E

j�I � PE���uh � u�h�j� ds
����

�
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Note that a scaling argument implies that

����� k�I � PE���uh � u�h�kE � ChE kr�I � PE���uh � u�h�kE �

Exploit ������ ���
�� and ����� to obtain

�����

kr��uh � u�h�kE � C�

�
kr��uh � u�kE � ka�u�h�� a�u�k����E
� kb�u�� b�u�h�kE � hE kc�u�� c�uh�kE

�


hE

Z
�E

j��h � �� � 	E j� ds
�����

�

Now� using the interpolation result

k�k����E � Ck�k���E kr�k���E �

it follows from ������ ������ and the assumption on the coe�cients a� b� and c that

�����

k�uh � u�hkE � C�hE

�
kr��uh � u�kE � ku� u�hkE � hEku� uhkE

�


hE

Z
�E

j��h � �� � 	Ej� ds
�����

� kPE��uh � u�h�kE �

Since PE is bounded� it follows by ����a� that

kPE��uh � u�h�kE � k�uh � ukE � kPhu� uhkE �
which� together with ������ yields that

k�uh � u�hkE � C�hE

�
kr��uh � u�kE � ku� u�hkE � hEku� uhkE

�


hE

Z
�E

j��h � �� � 	E j� ds
�����

� k�uh � ukE � kPhu� uhkE �
Sum this expression over all E � Eh to obtain

k�uh � u�hk

� C�

�
h
� kr��uh � u�k� hku� uhk�

� X
E�Eh

hE

Z
�E

j�� ��h�� � 	E j� ds
����

�
� X
E�Eh

hE

Z
�E

j��h� � �h� � 	E j� ds
�����

� k�uh � uk� kPhu� uhk
�

� C�

�
h
� kr��uh � u�k� hku� uhk�

� X
E�Eh

hE

Z
�E

j�� ��h�� � 	E j� ds
����

� k� � �h�k� k� � �hk
�
� k�uh � uk� kPhu� uhk

�
�
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for h su�ciently small� Finally� apply ������� ����
�� ������ and the approximation property
of �h to obtain the desired result ������ �

�� Extension to a nonlinear problem

In this section we extend the previous analysis to the nonlinear problem

�r �A�x�ru� � f�x� in ������a�

u � �g on �������b�

and point out a di�erence between the usual mixed method and the expanded mixed
method� We assume that A � �� � IRn � IRn is twice continuously di�erentiable with
bounded derivatives through second order and that ����� is strictly elliptic at � in the
sense that there is a constant a� �  such that

����� �TDA�x� ��� � a�k�k�IRn � � � IRn� �x� �� � ��� IRn�

where DA�x� �� � ��Ai���j� is the n� n Jacobian matrix� The variable x is omitted in
the notation below�

Using the previous notation� the expanded mixed form for ����� is formulated as follows�
Find ��� �� u� � V � ��W such that

�A���� �� � ��� �� � � � � � ������a�

��� v� � �u�r � v� � �g� v � 	���� � v � V�����b�

�r � ��w� � �f�w�� � w � W�

As in Theorem ���� it can be shown that ����� has a unique solution and is equivalent to
����� through the relations

� � ru and � � �A�ru��

The expanded mixed solution of ����� is ��h� �h� uh� � Vh � �h �Wh satisfying

�A��h�� �� � ��h� �� � � � � � �h�����a�

��h� v� � �uh�r � v� � � � v � Vh�����b�

�r � �h� w� � �f�w�� � w � Wh�����c�

Also� using the arguments in x�� it can be seen that ����� has a unique solution for h � 
su�ciently small and produces optimal error estimates in the Lp and H�s�norms� In
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particular� we state the L��error estimates as follows�

ku� uhk � C�

	
�

�
kukr hr� � � r � k�� k � ��

kuk� h� k � �� in the case of k� � k�

kuk� hk��� k � � �� in the case of k� � k � ��

����a�

k�� �hk � C�kukr�� hr� � � r � k � ������b�

k� � �hk � C�kukr�� hr� � � r � k � ������c�

kr � �� � �h�k � C�kr � �kr hr�  � r � k������d�

kuh � Phuk � C�

	
�

�

ukk�� hk��� k � ��

kuk� h�� k � �� in the case of k� � k�

kuk� hk��� k � � �� in the case of k� � k � ��

����e�

The postprocessing scheme can be easily de�ned here� using ����e�� analogous superconver�
gence results can be obtained� In the present case� we are able to obtain the superconver�
gence result ����e�� which is of order O�hk��� in both cases where k� � k and k� � k � ��
The reason for this is that the coe�cient A depends on � instead of u� The vector variable
has the error estimate of higher order� as shown in ����b��

We point out that attempts at using the usual mixed method based on the Brezzi�
Douglas�Marini mixed �nite elements �n � �� 	�� and the Brezzi�Douglas�Dur�an�Fortin
mixed �nite elements �n � �� 	�� �or some of the Chen�Douglas mixed �nite elements 	���
for ����� are not entirely successful� as shown in 	��� The reason for this is that error
equations couple the scalar variable u and the �ux variable �� Consequently� the errors of
the scalar in�uence those of the �ux� Hence the error estimates for the �ux variable are
not optimal since these mixed spaces use higher order polynomials for this variable than
for the scalar� However� the expanded mixed method decouples the �ux error equations
from the scalar equations� as a consequence� optimal error estimates can be obtained for
both the �ux and scalar variables� as shown in ������

�� Implementation and numerical results

In this section we present numerical results for the model problem

�r � �a�u�ru� � f in ������a�

u � �g on �������b�

Before this� we need to consider implementation techniques for solving the corresponding
mixed method solution ��h� �h� uh� � Vh � �h �Wh satisfying

�a�uh��h� ��� ��h� �� � � � � � �h�����a�

��h� v� � �uh�r � v� � �g� v � 	���� � v � Vh�����b�

�r � �h� w� � �f�w�� � w � Wh�����c�
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A linearized version of ����� is constructed as follows� Starting from any ���h� �
�
h� u

�
h� �

Vh � �h �Wh� we construct the sequence ��mh � �
m
h � u

m
h � � Vh � �h �Wh by solving

�
a�um��h ��mh � �

� � ��mh � �� � � � � � �h�����a�

��mh � v� � �umh �r � v� � �g� v � 	���� � v � Vh�����b�

�r � �mh � w� � �f�w�� � w � Wh�����c�

The ideas in 	�� can be used to show that the sequence f��mh � �mh � umh �g converges to
��h� �h� uh�� Consequently� since ����� is linear for each m� the implementation techniques
discussed in 	
� for the linear expanded mixed method �e�g�� alternating direction iterative
methods� hybridization methods� and preconditioned iterative methods� can be applied
here�

In this section we concentrate on the implementation of the nonlinear expanded mixed
method ����� as a �nite di�erence method� As mentioned in the introduction� it was
shown 	�� ��� ��� that the linear system arising from the usual mixed formulation can be
simpli�ed by use of certain quadrature rules for the lowest�order Raviart�Thomas�Nedelec
spaces over a rectangular grid� That is� the mixed method system can be written as a
cell�centered �nite di�erence method� The same simpli�cation is valid for the expanded
Raviart�Thomas�Nedelec method 	��� However� an analogous simpli�cation of the mixed
method system as a �nite di�erence method for another widely used space� the lowest
order Brezzi�Douglas�Marini space 	�� if n � � or the lowest�order Brezzi�Douglas�Dur�an�
Fortin 	�� space if n � �� has not been known� We here derive a �nite di�erence method
for this space� without any loss in the rate of convergence� In particular� we show that
for a diagonal tensor coe�cient� the lowest order Brezzi�Douglas�Marini mixed method
can be written as a cell�centered �nite di�erence method with a �ve point stencil� and
the Brezzi�Douglas�Dur�an�Fortin method can be given with a nine point stencil by using
certain quadrature rules� For a full tensor coe�cient� these two methods can be written
with a nine and nineteen point stencil� respectively� We present the derivation only for the
case where n � � and a is a scalar �or a diagonal tensor�� the derivation for other cases is
the same�

Throughout this section� we consider a partition of the rectangular domain � into
rectangles� Eh � fxi����gnxi
� � fyj����gnyj
�� and de�ne

xi �
�

�
�xi���� � xi������ i � �� � � � � nx�

yj �
�

�
�yj���� � yj������ j � �� � � � � ny�

#xi � xi���� � xi�����

#yj � yj���� � yj�����

#xi���� �
�

�
�#xi �#xi����

#yj���� �
�

�
�#yj �#yj����
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For any function v�x� y�� let vi�j denote v�xi� yj�� let vi�����j denote v�xi����� yj�� and let
vi�j���� denote v�xi� yj������ Also� ��� ��T represents the midpoint rule in each coordinate
direction� and ��� ��M denotes the two�point Gaussian quadrature rule for the x�component
on the vertical edges and for the y�component on the horizontal edges of each cell� This
choice of quadrature rules is compatible with the nodal basis functions for Vh� as seen in
	��� Also� we take �h to be Vh� Then we introduce the modi�ed method for ��h� �h� uh� �
Vh � Vh �Wh satisfying

�a�uh��h� ��M � ��h� ��M � � � � � Vh�����a�

��h� v�M � �uh�r � v� � �g� v � 	����T � � v � Vh�����b�

�r � �h� w� � �f�w�T � � w � Wh�����c�

Lemma ���� The system ����� has a unique solution�

Proof� Since ����� is a �nite dimensional� square� linear system� existence follows from
uniqueness� To show uniqueness� let f � g � � � � �h� v � �h� and w � uh� Then the
three equations in ����� imply that

�a�uh��h� �h�M � �

By ����c�� this equation means that �h vanishes at the two Gaussian points of the edges
of each element� Hence� �h �  everywhere� Then ����a� implies that

��h� �h�M � �

so that �h � � Since Vh � r �Wh� ����b� with g �  yields that uh � � �

From ����b� we see that the normal component �h at any nodal point can be expressed
as a di�erence of the pressure at the midpoints of the two adjacent elements� Namely �h
is omitted below and let � � ��x� �y���

����� �xi�����j � �ui���j � ui�j
#xi����

�

a similar relation holds for �yi�j����� This corresponds to a �nite di�erence approximation

of the equation � � �ru�
Next� from ����a� it follows that the normal component of �h can be expressed at any

nodal by the normal components of �h at the nodes of the adjacent elements� That is�

����� �xi�����j �
�

�

�
a�uh�i�����j� � a�uh�i�����j�

�
�xi�����j �

where �i����� j�� and �i����� j�� denote the nodal points �xi����� yj �#yj���
p
��� and

�xi����� yj �#yj���
p
���� respectively� an analogous equation is valid for �yi�j����� Thus

we have a �nite di�erence approximation of the relation � � a�u���
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Finally� from ����c� we have

���
�
�
�xi�����j � �xi�����j

�
#yj �

�
�yi�j���� � �yi�j����

�
#xi � fij#xi#yj �

Substitute ����� and ����� into ���
� to obtain a �nite di�erence stencil for the scalar u�
an approximation of the elliptic equation �r � �a�u�ru� � f � E�cient iteration methods
such as the Newton iteration method can be now used to solve the �nal nonlinear �nite
di�erence system�

Since the cell�centered �nite di�erence methods arising from the Brezzi�Douglas�Marini
�or Brezzi�Douglas�Dur�an�Fortin� and Raviart�Thomas�Nedelec mixed methods have the
same form� the convergence results obtained for the latter 	�� ��� ��� are also valid for the
former� Namely� we have error estimates of order O�h�� in the L��norm for both the scalar
and vector variables� For more details� refer to 	���

We now present two two�dimensional problems on the unit square with the Dirichlet
boundary condition ����b� or ����b�� In the �rst example� the coe�cient a�u� in ����a� is
taken to be of the form a�u� � u� The true solution is

u�x� y� � x� � y� � sin�x� cos�y��

with f and g de�ned accordingly by ������ The expanded mixed formulation is discretized
by means of the lowest�order Brezzi�Douglas�Marini space 	�� on rectangles as in ������
Namely� we solve a cell�centered �nite di�erence system for the scalar u over a uniform
rectangular decomposition of �� In Table � we show the errors and convergence rates�
Note that the orders of convergence in L� and L� are two in all cases� So� in fact� we have
a superconvergent result for the scalar u�

	�h L��error ��	��� L��order L��error ��	��� L��order

� 	���� � 	���� �

	� ����� 	�� ���� 	�
�

�� ��	�� 	�
� ���
	 ����

�� ����
 ���� ����� ����

Table �� Convergence rates for the scalar in example one�

In the second example� the coe�cient A�ru� in ����a� is de�ned by

A�v� � �v�� �v���� sin��v������ v � �v�� v���
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g   in ����b�� and f in ����a� is given by

f�x� y� � ��y � y�� � �x� x��
�
�� cos

�
��x� x����� �y�

��
�

Problem ����� has a unique solution 	��� for such chosen functions� The Brezzi�Douglas�
Marini space 	�� of lowest order on a uniform triangular decomposition of � is exploited
this time� Tables � and � show the errors and convergence rates for the scalar and the �ux
variable� respectively� The convergence rate for the scalar is O�h�� while it is O�h�� for the
�ux� The numerical results in Tables �� �� and � con�rm the theoretical results from the
previous sections�

	�h L��error ��	��� L��order L��error ��	��� L��order

� ��� � ���� �

	� 	��
 ��
	 	��� ��



�� ��

 ��
 ��� 	���

�� ���� ��
� ��� 	��


Table �� Convergence rates for the scalar in example two�

	�h L��error ��	��� L��order L��error ��	��� L��order

� 	���� � 	���� �

	� ����� 	��
 ���� 	���

�� ��	�� 	�
� ��		� 	�
�

�� ���� ��	� ����� ���

Table �� Convergence rates for the �ux in example two�
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