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Abstract� In this talk domain decomposition algorithms for mixed �nite element
methods for linear second�order elliptic problems in IR� and IR� are discussed� A
convergence theory for two�level and multilevel Schwarz methods applied to the al�
gorithms under consideration is given� It is shown that the condition number of
these iterative methods is bounded uniformly from above in the same manner as
in the theory of domain decomposition methods for conforming and nonconforming
�nite element methods for the same di�erential problems� Numerical experiments
are presented to illustrate the present techniques�

�� Introduction

This is the second paper of a sequence where we develop and analyze e�cient
iterative algorithms for solving the linear system arising from mixed �nite element
methods for linear and quasilinear second�order elliptic problems in IR� and IR��
In the �rst paper ����� a new approach for developing multigrid algorithms for
the mixed �nite element methods was introduced� It was �rst shown that the
mixed �nite element formulation can be algebraically condensed to a symmetric and
positive de�nite system for Lagrange multipliers using the features of the existing
mixed �nite element spaces� It was then proven that optimal multigrid algorithms
can be designed for the resulting symmetric and positive de�nite system� which
exactly corresponds to the system arising from certain nonconforming �nite element
methods� The advantages of this approach are that the convergence analysis for
the multigrid algorithms with the V� and W�cycles for general second�order elliptic
problems with a tensor coe�cient can be given� and that these multigrid algorithms
can be easily implemented�

It has been known that� owing to its saddle point property� it is di�cult to
develop e�cient domain decomposition methods for solving the linear system gen�
erated by the mixed �nite element approximation of second�order elliptic problems�
There have been two types of substructuring domain decomposition methods for
the mixed methods so far� The �rst method is based on a substructuring method
for the 	ux variable 
the gradient of the scalar unknown times the coe�cient of
the di�erential problems� on the space of divergence�free vectors� This approach is
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limited to two space dimensions ��� ��� ��� ��� ��� ��� ��� ��� The other method
is the so�called dual variable method ���� ��� ��� ��� ���� This approach makes use
of a discretization of the 	ux operator 
the coe�cient times the gradient�� which
transfers the original saddle point problem to an elliptic problem for the scalar
unknown and its approximations over edges or faces� i�e�� the Lagrange multipliers�
by eliminating the 	ux variable� Namely� the �rst approach is proposed in terms of
domain decomposition methods for a positive de�nite problem for the 	ux variable
on the space of divergence�free vectors� while the second approach is established on
the domain decomposition methods for a positive de�nite problem for the scalar
and Lagrange multiplier� Recently� an iterative procedure based on domain decom�
position techniques ���� was proposed for solving the linear system for the scalar�
the 	ux� and the Lagrange multiplier� but the convergence analysis is restricted to
use of subdomains as small as individual �nite elements�

Our objective in this paper is to develop domain decomposition algorithms for
mixed �nite element methods based on the approach described in ����� The algo�
rithms are based on domain decomposition methods for the Lagrange multiplier
variable only� and thus di�er from the approaches summarized above� The main
advantages of our approach are that it works for two and three space dimension
problems� and the dimension of the linear system for which the domain decom�
position algorithms are designed to solve is the smallest among all the existing
approaches� Also� unlike to the elimination process in ���� ��� ��� ��� ��� ��� ����
where the elimination is globally done from the original linear system of the mixed
�nite element discretization� the elimination procedure is here carried out in terms
of an algebraical� element�by�element condensation� which uses the features of the
known mixed �nite element spaces and does not need to introduce any extra oper�
ators� This process generates a linear system which can be naturally obtained from
the nonconforming �nite element approximation of the same di�erential problems�
As a consequence� the standard theory for the domain decomposition methods ap�
plied to nonconforming 
even conforming� �nite element methods applies to the
mixed methods� Finally� bubble functions have been used in ��� �� ��� to establish
the equivalence between mixed �nite element methods and certain nonconforming
methods� The approach under consideration does not make use of bubble functions�
The present approach is exploited for the �rst time to design domain decomposition
algorithms for mixed methods�

In the next section we introduce the continuous problem and its mixed �nite
element discretization� Then� in x� two�level and multilevel Schwarz algorithms for
the mixed �nite elements on triangles are considered� An abstract convergence the�
ory is established in a rather general setting� It is proven that the condition number
of the Schwarz methods is bounded uniformly from above in the same manner as
in the theory of domain decomposition methods for conforming and nonconforming
methods for the same di�erential problems� Speci�c examples are given to verify
the abstract theory� In x� we show that the same algorithm and analysis can be
carried out for the mixed methods on rectangles� Their extensions to simplexes�
rectangular parallelepipeds� and prisms are given in x�� x�� and x�� respectively�
The overall convergence analysis is carried out as follows� We �rst analyze the
domain decomposition method for the nonconforming �nite element method� and
then apply the resulting analysis for the mixed method� Also� a detailed analysis is
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given for triangles and simplexes� and the analysis for rectangular parallelepipeds
and prisms follows from the triangular case by establishing certain isomorphisms
between the triangular and rectangular elements� Finally� numerical experiments
are given in x� to illustrate the present theory�

�� Mixed finite element methods

Let � be a bounded domain in IRd� d � � or �� with the polygonal boundary
��� We consider the elliptic problem

�r � 
Aru� � f in ��
���a�

u � � on ���
���b�

where A
x� is a uniformly positive de�nite� bounded� symmetric tensor and f
x� �
L�
�� 
Hk
�� � W k��
�� is the Sobolev space of k times di�erentiable functions
in L�
���� Let 
 � � � �S denote the L�
S� inner product 
we omit S if S � ��� and
let

V � H
div��� �
�
v �

�
L�
��

�d
� r � v � L�
��

�
�

W � L�
���

Then 
���� is formulated in the following mixed form for the pair 
�� u� � V �W �


r � ��w� � 
f� w�� �w � W�
���a�


A���� v�� 
u�r � v� � �� �v � V�
���b�

It can be easily seen that 
���� is equivalent to 
���� through the relation


���� � � �Aru�

To de�ne a �nite element method� we need a partition Eh of � into elements E�
say� simplexes� rectangular parallelepipeds� and�or prisms� In Eh� we also need that
adjacent elements completely share their common edge or face� let �Eh denote the
set of all interior edges 
d � �� or faces 
d � �� e of Eh�

Let Vh � Wh � V � W denote some standard mixed �nite element space for
second�order elliptic problems de�ned over Eh 
see� e�g�� ��� �� �� �� ��� �� ���
����� This space is �nite�dimensional and de�ned locally on each element E � Eh�
so let Vh
E� � VhjE and Wh
E� � WhjE � The constraint Vh � V says that the
normal component of the members of Vh is continuous across the interior boundaries
in �Eh� Following ���� we relax this constraint on Vh by de�ning

�Vh � fv � L�
�� � vjE � Vh
E� for each E � Ehg�

We then need to introduce Lagrange multipliers to enforce the required continuity
on �Vh� so de�ne

Lh �

�
� � L�

� �
e��Eh

e

�
� �je � Vh � �je for each e � �Eh

�
�
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where � is the unit normal to e� The hybrid form of the mixed method for 
���� is

to �nd 
�h� uh� �h� � �Vh �Wh � Lh such thatX
E�Eh


r � �h� w�E � 
f� w�� �w � Wh�
��a�


Bh�h� v��
X
E�Eh

	

uh�r � v�E � 
�h� v � �E��En��



� �� �v � �Vh�
��b�

X
E�Eh


�h � �E � ���En�� � �� �� � Lh�
��c�

where Bh � PhA
�� 
component�by�component� and Ph is the L��projection onto

Wh� Note that 
��c� enforces the continuity requirement mentioned above� so in
fact �h � Vh� Also� 
��� has a unique solution ��� ���� Finally� the projected mixed
�nite element method is used here� The reason for this is that this projected version
produces a much simpler linear system than the usual mixed method� as shown in
����� We emphasize that the present theory applies to the usual mixed method
since the convergence analysis for both cases are the same� for more information
on the relationship between the usual and projected mixed methods� refer to �����
The next six sections are devoted to designing domain decomposition algorithms
for solving the linear system arising from 
����

�� Triangular case

In this and the next sections we consider the two�dimensional case� We �rst
analyze the lowest�order Raviart�Thomas space ���� 
equivalently� the lowest�order
Brezzi�Douglas�Marini space ���� on triangles�

���� Linear system of algebraic equations� The lowest�order Raviart�Thomas
space ���� over triangles is de�ned by

Vh
E� �
�
P�
E�

��
�
�

x� y�P�
E�

�
�

Wh
E� � P�
E��

Lh
e� � P�
e��

where Pi
E� is the restriction of the set of all polynomials of total degree not bigger

than i � � to the set E� Let fh � Phf � J
f
h � fh
x� y���� and Bh � 
	ij�� Then it

is shown ���� that the �h from 
��� satis�es the equation 
���� below�

Lemma �� Let

Mh

� �� �
X
E�Eh



� �E��E�
E
�� �E��E � 
� � � Lh�

Fh
�� � �
X
E�Eh


Jfh � ��E
jEj

� 
�� �E��E �
X
E�Eh


�Jfh � �E��E� � � Lh�

where �E � 
�Eij � � 

	ij� ��E�
��� �E is the outer unit normal to E� and jEj

denotes the area of E� Then �h � Lh satis�es


���� Mh
�h� �� � Fh
��� �� � Lh�
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where

Lh � f� � Lh � �je � � for each e � ��g�

Let the basis in Lh be chosen as usual� Namely� take � � � on one edge and
� � � elsewhere in 
����� Then it follows from 
���� that the contributions of each
triangle E to the sti�ness matrix and the right�hand side are


���� mE
ij � �iE�

E�jE � FE
i � �


Jfh � �
i
E�E

jEj
� 
Jfh � �

i
E�eiE �

where �iE � jeiE j�
i
E and jeiE j is the length of the edge eiE � Hence� we obtain the

linear system for �h�


���� M� � F�

where M � 
mij�� � is the vector of degrees of freedom of �h� and F � 
Fi��
The following lemma ���� says that 
���� can be also obtained from the P� non�

conforming �nite element method�

Lemma �� Let

Nh �fv � L�
�� � vjE � P�
E�� �E � Eh� v is continuous at the midpoints
���

of interior sides and vanishes at the midpoints of sides on ��g�

Then 
���� corresponds to the linear system arising from the problem� Find �h � Nh

such that


���� ah
�h� � � 
fh� �� � � Nh�

where ah
�h� � �
P

E�Eh

B��h r�h�r�E�

The equivalence stated in Lemma � is used to develop the domain decomposition
algorithm for 
�����

After the computation of �h� we can easily calculate �h and uh from 
��� if they
are needed� For each E in Eh� set �hjE � 
a�E � bEx� a

�
E � bEy�� It follows ���� that

ajE ��
�X
i��

jeiE j
�
E
j��

i���
E � �Ej��

i���
E ��hjei

E

���a�

�
fE
�

�X
i��


�Eji
	i�x� 	i�y�� ��E� j � �� ��

bE �
fE
�
�
���b�

where fE � fhjE and �iE � 
�
i���
E � �

i���
E �� and that


���� uhjE �
�

�jEj

�

Bh�h� 
x� y��E �

�X
i��

�hjeiE 

x� y�� �
i
E�eiE

�
�

We end this subsection with three remarks about 
����� First� there are at most
�ve nonzero entries per row in the sti�ness matrixM � Second� it is easy to see that
the matrix M is a symmetric and positive de�nite matrix� moreover� if the angles
of every E in Eh are not bigger than ���� then it is an M �matrix� Finally� while

���� can be obtained by means of the usual approach ����� the present approach is
much simpler�
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���� Two�level additive Schwarz method� We now develop a two�level addi�
tive Schwarz algorithm for 
����� We need to assume a structure to our family of
partitions� In the �rst step� let EH be a quasi�regular coarse triangulation ���� of �
into nonoverlapping triangular substructures �i� i � �� � � � � n� Then� in the second
step we re�ne EH into triangles to have a quasi�regular triangulation Eh� Finally�
let f��ig

n
i�� be an overlapping domain decomposition of � by extending �i with the

overlap parameter �� The decomposition is assumed to align with the boundary ���
and the parameter � is de�ned by � � minfdist
��i n ��� ���i n ���� i � �� � � � � ng�
Associated with each ��i� letN

i
h be the P� nonconforming �nite element space whose

elements have support in ��i� as de�ned in 
���� The �nite element space Nh is
represented as a sum of n� � subspaces�


���� Nh � N�
h �N�

h � � � ��Nn
h �

where the coarse space N�
h will be de�ned later� We now de�ne the operators

�i � Nh � N i
h� i � �� �� � � � � n� by


���� ah
�iv� w� � ah
v� w�� �w � N i
h�

and the operator � � Nh � Nh by


����� � �
nX
i��

�i�

Two�level additive algorithm� The additive Schwarz algorithm for 
���� is given
by


����� ��h � bfh� bfh � nX
i��

fi�

where fi satis�es


����� ah
fi� v� � 
fh� v�� �v � N i
h� i � �� �� � � � � n�

Note that 
���� and 
����� have the same solution and thus produce the same
system 
�����

������ Convergence theory� We now develop an abstract convergence theory
for bounds on the condition number of �� Speci�c examples to which the abstract
theory applies will be given in the next subsection� Following Dryja and Wid�
lund�s framework ����� the abstract theory is written in terms of the following two
assumptions�


A�� There is a constant C such that every v � Nh can be represented by v �Pn
i�� vi with vi � N i

h satisfying

nX
i��

ah
vi� vi� 	 Cah
v� v��


A�� Let � � 
�ij� be a symmetric matrix with �ij � � satisfying

jah
vi� vj�j 	 �ijah
vi� vi�
���ah
vj � vj�

���� �vi � N i
h� vj � N j

h� i� j � �� � � � � n�

Then the next lemma can be found in �����
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Lemma �� Assume that the assumptions 
A�� and 
A�� are satis�ed� Then

�min
�� � C���
����a�

�max
�� 	 �
�� � ��
����b�

where �
�� is the spectral radius of ��

������ Convergence results� We now give two examples of the coarse space N�
h

so that the assumptions 
A�� and 
A�� are satis�ed� Namely� we estimate the two
constants C and �
��� For this� let Rh be the nodal interpolation operator into
Nh� and let UH be the conforming space of linear polynomials associated with EH �
Then� following ����� we de�ne N�

h as follows�


���� N�
h � fv � Nh � v � Rh�  � UHg�

To give the second example� let Eh be the �nest triangulation and let Eh � EHJ

for some J � � where EHk
� Ek 
Hk � ��kH� � 	 k 	 J� is constructed by

connecting the midpoints of the edges of the triangles in Ek��� Then� following
����� we de�ne the operator Ikk�� � Nk�� � Nk as follows� where Nk 
 NHk

is
the P� nonconforming space associated with Ek 
in particular� Nh 
 NHJ

�� If
v � Nk�� and E � Ek�� with the vertices 
xi� yi� and the midpoints 
xi� yi� of its
edges� i � �� �� �� then

Ikk��v
xi� yi� � v
xi� yi�� i � �� �� ��
����a�

Ikk��v
xi� yi� �
�

N�

X
j

v
x�j � y
�
j� if 
xi� yi� �� ���
����b�

Ikk��v
xi� yi� �
�

N�

X
j

v
x��j � y
��
j � if 
xi� yi� � ���
����c�

where N� and N� are the number of the adjacent midpoints 
x�j � y
�
j� and 
x��j � y

��
j �

to 
xi� yi� of the edges in �Ek�� and the edges on �� of the elements in Ek���
respectively� Alternatively� following ����� Ikk�� � Nk�� � Nk can be equivalently
de�ned by

Ikk��v
xi� yi� � v
xi� yi�� i � �� �� ��
����a�

Ikk��v
xi� yi� �
�

N�

X
�xi�yi��Kj

vjKj

xi� yi� if 
xi� yi� �� ���
����b�

Ikk��v
xi� yi� �
�

N�

X
j

v
x��j � y
��
j � if 
xi� yi� � ���
����c�

where N� is the number of elements Kj � Ek�� meeting at 
xi� yi� and N� is
de�ned as in 
������ Note that 
����� and 
����� de�ne the value of Ikk��v at the
vertices of elements in Ek and thus can be used to de�ne the continuous piecewise
linear function Ikk��v on Ek� Hence� Ikk��v is obviously in Nk from its construction
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����c� and 
����c� on the boundary ��� It is also a function in Nh� Now� the
second de�nition of N�

h is given by


����� N�
h � fv � Nh � v � IH�  � NHg�

where IH 
 I�� and NH � NH�
� In the context of nonconforming �nite elements�

the space in 
����� is a more natural choice for the coarse space N�
h � Since UH � NH �

the space in 
���� is a subspace of the space in 
������ Hence� the following proof
applies to both cases�

Theorem �� Assume that the additive Schwarz operator � is de�ned by 
����� with
the coarse space given by 
���� or 
������ Then there is a constant independent of

h� H� and � such that the condition number c
�� of � satis�es


����� c
�� 	 C
� �H����

It follows from Theorem  that if we use a generous overlapping� then the condi�
tion number of � is uniformly bounded� The proof of this theorem is given in the
next subsection�

������ Proof of the convergence result� We show 
������ using a similar result
from the conforming elements through an adaptation of Cowsar�s arguments �����
To that end� we need the following two technical lemmas� Below we use the notation

jvjk 
 jvjEk �

�X
E�Ek

jvj�H��E�

����

� k � �� �� � � � � J�

Below we use jvjh � jvjEh �

Lemma �� There are constants C� and C� independent of h and H such that for

all v � Nk��� we have

C�jjvjjL���� 	 jjIkk��vjjL���� 	 C�jjvjjL�����
����a�

C�jvjk�� 	 jIkk��vjH���� 	 C�jvjk���
����b�

Proof� The inequality 
����a� is trivial from the de�nition of Ikk��� Also� the lower
bound in 
����b� is obvious since the degrees of freedom of Nk�� are contained in
those of the range of the operator Nk� Thus� it su�ces to prove the upper bound in

����b�� Toward that end� note that for every v � Nk��� jvjk�� is a norm in Nk��

equivalent to


�����

� X
E�Ek��

�X
i�j��

�
v
xi� yi�� v
xj � yj�

���A���

�

where the 
xi� yi� are the midpoints of the edges of E� A similar result holds for
every v � Nk� Then the upper bound in 
����b� follows easily from the de�nition
of Ikk��� 
������ and a simple algebraical computation� �

From this lemma we have the corollary�
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Corollary �� There is a constant C independent of h and H such that for  � NH

jjIHjjh 	 CjjjjEH �
����a�

jjIH� jjL���� 	 CHjjjjEH �
����b�

where we recall that IH � I�� �

The following lemma was proven in ���� for the conforming �nite elements�

Lemma �� Let Eh�� be constructed by connecting the midpoints of the edges of the

triangles in Eh� and set

Uh�� � fv � C�
�� � vjE � P�
E�� �E � Eh��� vj�� � �g�

Then for every v � Uh��� there is a decomposition v �
Pn

i�� vi with v� � UH and

vi � Uh�� �H
�
� 
�

�
i� such that


�����
nX
i��

jvij
�
H���� 	 C
� �H���jvj�H�����

where C is independent of h� H� and ��

Proof of Theorem �� Let N�
h be given in 
����� Note that


����� ah
�v� v� �
nX
i��

ah
�iv� v��

Then it follows from Schwarz�s inequality and the facts that the �i are projections
and the maximum number of the substructures ��i that intersect at any point is
uniformly bounded that the spectrum of � is bounded above by

� � max
�x�y���

f�
i � 
x� y� � ��i�g �

So we see that the spectrum of � can be obtained without use of the assumption

A���

Next� let Ih 
 IJ��J � Nh � Uh�� be de�ned as in 
����� or in 
������ and for
every v � Nh� let 
Ihv�i be the decomposition of Ihv constructed according to
Lemma �� Then we see that vi � Rh

Ihv�i� � N i

h and v �
Pn

i�� vi� Thus� it
follows from Lemmas � and � that

nX
i��

ah
vi� vi� 	 C
nX
i��

jRh

Ihv�i�j
�
h

	 C
nX
i��

j
Ihv�ij
�
H����

	 C 
� �H��� jIhvj
�
H����

	 C 
� �H���ah
v� v��
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Namely� the assumption 
A�� is true� and thus we have the desired result 
������ �

We close this subsection with two remarks� First� a di�erent coarse space from
that given in 
���� and 
����� was introduced in ����� and the condition number of
the resulting additive Schwarz operator � was shown bounded by a constant times

� � log
H�h�� 
� �H���� His arguments showed that the constant is independent
of jumps in the coe�cient a across subdomain interfaces� If the present technique
were used to derive 
����� with C independent of the jumps in the coe�cient� the
same log factor would appear in 
������ Second� while the simple model 
���� was
analyzed� the analysis in this section applies to more general equations� as noted in
�����

���� Two�level multiplicative Schwarz method� We now develop a two�level
multiplicative Schwarz algorithm for 
�����
Two�level multiplicative algorithm� Starting from any initial guess �� � Nh�
we �nd �i � Nh as follows�


�� Set v�� � �i���

�� For j � �� �� � � � � n� compute vj by

vj � vj�� ��j
�h � vj����


�� Set �i � vn�

The computation of �j�h in the second step can be easily done through the
relation as in 
������

ah
�j�h� w� � 
fh� w�� �w � N j
h�

by 
���� and 
����� Note that the error ei � �h � �i satis�es ei�� � Qei� where

Q � 
I ��n�
I ��n��� � � � 
I �����

Thus� the convergence of the multiplicative algorithm is measured from the norm
estimate of Q� The following abstract theory about the convergence of this multi�
plicative algorithm is a re�nement of a result given in ����

Lemma 	� Assume that the assumptions 
A�� and 
A�� are satis�ed� Then

jjQjja 	

s
��

�


��
��� � ��C
�

where the operator norm jj � jja is measured in the ah
�� ���inner product�

Applying this lemma and the same ideas as in the previous section� we have the
next result�

Theorem 
� Assume that the coarse space N�
h is de�ned by 
���� or by 
������

Then there is a constant C independent of h� H� and � such that

jjQjja 	

s
��

�

C
� �H�
�
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���� Multilevel Schwarz methods� In this subsection we extend the previous
two�level additive and multiplicative Schwarz methods to the corresponding multi�
level methods�

Let EH � EH�
be given and the family fEHk

gk�� be constructed as before� Let
Eh � EHJ

be the �nest triangulation of �� i�e�� h � ��JH� Again� NHk
� Nk

denotes the P� nonconforming �nite element space of level k associated with the
triangulation Ek� De�ne 
�� ��k on Nk by


v� w�k � H�
k

X
�xi�yi��Mk

v
xi� yi�w
xi� yi�� v� w � Nk� k � �� �� � � � � J�

whereMk indicates the set of midpoints of edges in �Ek� We now introduce several
operators� Let Ak � Nk � Nk be given by


Akv� w�k � ak
v� w�� �w � Nk�

where ak
�� �� � aHk

�� ��� As mentioned before� the operator Ikk�� � Nk�� � Nk as

de�ned in 
����� or 
����� has the property that Ikk��v is a continuous piecewise

linear function on Ek for v � Nk��� so in fact Ikk��v � Nh� Hence� let Ik 
 Ik��k �

Nk � Nh� k � �� �� � � � � J � �� Also� de�ne Ik � Nh � Nk and �Ik � Nh � Nk by

ak
I
kv� w� � ah
v� Ikw�� �w � Nk�


�Ikv� w�k � 
v� Ikw�J � �w � Nk�

Finally� let �k � Nk � Nk be a symmetric and positive de�nite operator with
respect to the 
�� ��k�inner product� Assume that there are constants �� and ��
independent of k such that


���� ��
v� v�k 	 
�kv� v�k 	 ��
v� v�k� �v � Nk�

The operator �k should be more easily inverted than Ak� the identity operator on
Nk is of practical interest among many choices of �k� From these operators we
de�ne Sk by

S�k � Ik�
��
k AkI

k� k � �� �� � � � � J�

Sk � C�H
�
kS

�
k� k � �� �� � � � � J�

where we assume that IJ � IJ is the identity operator on Nh� and C� satis�es


����� � � sk 	 
C�H
�
k�
���

where sk is the largest eigenvalue of S�k� It was shown ���� that there is a constant
C� independent of k such that this inequality is indeed satis�ed� So the operator
Sk is well de�ned� We are now ready to de�ne the multilevel algorithms for 
����
and thus for 
�����

Multilevel multiplicative algorithm� Starting from any initial guess �� � Nh�
we �nd �i � Nh as follows�


�� Set v�� � �i���

�� For k � �� �� � � � � J � compute vk by

vk � vk�� � Sk
�h � vk����


�� Set �i � vJ �
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Multilevel additive algorithm� Find �h � Nh such that

S�h 

JX

k��

Sk�h � bfh�
where bfh �PJ

k�� Sk�h�
As remarked in the last two subsections� Sk�h can be easily obtained from the

right�hand side function f thanks to the relation

AkI
k � �IkAJ �

The following theorem states a convergence result for the above multilevel ad�
ditive and multiplicative algorithms� which can be obtained from an application of
the abstract theory ��� � ��� of multilevel algorithms to the present situation� as
shown in ����� Set

Q � 
I � SJ�
I � SJ��� � � � 
I � S���

Theorem ��� There are constants C�� C� and �� � 
�� �� independent of h and H
such that the condition number c
S� of S and the norm jjQjja of Q are bounded as

follows�

c
S� 	
C
� � ���

C�
�� ���
�

jjQjja 	

s
��

C
�� ����


�� �� � C�
����

�

	� Rectangular case

In this section we consider the lowest�order Raviart�Thomas space over rectangles
���� 
or equivalently the lowest�order Brezzi�Douglas�Fortin�Marini space �����

���� Linear system of algebraic equations� Let Eh be a family of quasi�regular
partitions of � into rectangles oriented along the coordinate axes� and let Qi�j
E�
be the space of polynomials of degree not larger than i in x and j in y on E� The
rectangular mixed space ���� is de�ned by

Vh
E� � Q���
E��Q���
E��

Wh
E� � P�
E��

Lh
e� � P�
e��

For each E � Eh� let �xE and �yE denote the x�length and the y�length of E�
respectively� RE � �x�E ��y�E � and let 
�xE � �yE� denote the center of the rectangle

E� Let fh be de�ned as before� and de�ne Jfh such that for each E � Eh� J
f
h jE �

fE
�y
�
Ex��x

�
Ey��RE� For expositional simplicity� let Bh � 	 be a scalar� Then

we again have the next lemma ����� We emphasize that a similar result holds for a
tensor coe�cient� see ���� for more information�
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Lemma ��� Let

Mh

� �� �
X
E�Eh

�


	� ��E


� �E��E � 
�� �E��E

�
X
E�Eh

��


	� ��ERE




x� y�� ��E��E � 
�xE � �yE� � 

� ��E��E�

� 

�
x� y�� ��E��E � 
�xE � �yE� � 
�� ��E��E� � 
� � � Lh�

Fh
�� � �
X
E�Eh

�

jEj

Jf � ��E � 
�� �E��E �

X
E�Eh


�Jf � �E��E � � � Lh�

where ��iE � 
�
i���
E ���i���E �� Then �h � Lh satis�es


��� Mh
�h� �� � Fh
��� �� � Lh�

Let the basis in Lh be chosen again as usual� and for each E � Eh� set j�iE j
� �

j�
i���
E j � j�

i���
E j� Then it follows from 
��� that the contributions of each rectangle

E to the sti�ness matrix and the right�hand side are

mE
ij �

�


	� ��E
�iE � �

j
E �

�jEj�

RE
	� ��E
j�iE j

�j�jE j
��
��a�

FE
i � �


Jfh � �
i
E�E

jEj
� 
Jfh � �

i
E�eiE �
��b�

Namely� we have the linear system for �h�


��� M� � F�

Lemma ��� Let

Nh �

�
� � �jE � a�E � a�Ex� a�Ey � a�E
x

� � y��� aiE � IR� �E � Eh�
��

if E� and E� share an edge e� then

Z
e

�j�E� ds �

Z
e

�j�E� ds�

and

Z
�E���

�j�� ds � �

�
�

Then 
��� corresponds to the linear system generated by the problem� Find �h � Nh

such that


��� ah
�h� � � 
fh� �� � � Nh�

The equivalence in Lemma �� is used again to develop the domain decomposition
algorithm for 
����
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After the computation of �h� we can calculate �h and uh from 
��� if they are
needed� Setting �hjE � 
aE � bEx� cE � dEy�� we �nd ���� that

aE �
jEj


	� ��E

�X
i��

�
��xE
RE

�
j�
i���
E j � j�

i���
E j

�
�

�

�xE
�
i���
E

�
�hjei

E
�

�xE�y
�
EfE

RE
�

bE �
�jEj


	� ��ERE

�X
i��

�
�j�

i���
E j� j�

i���
E j

�
�

�y�EfE
RE

�

cE �
jEj


	� ��E

�X
i��

�
��yE
RE

�
�j�

i���
E j� j�

i���
E j

�
�

�

�yE
�
i���
E

�
�hjei

E
�

�yE�x
�
EfE

RE
�

dE �
�jEj


	� ��ERE

�X
i��

�
j�
i���
E j � j�

i���
E j

�
�

�x�EfE
RE

�

Also� for each E in Eh�

uhjE �
�

�RE

�X
i��

�
�y�E j�

i���
E j��x�E j�

i���
E j

�
�hjei

E
�


	� ��EjEjfE
��RE

�

We remark that the matrixM in 
�� has at most seven nonzero entries per row�
It is symmetric and positive de�nite� However� in general� it is not an M �matrix�

���� Two�level additive Schwarz method� Let EH be a quasi�regular coarse
triangulation of � into nonoverlapping rectangular substructures �i� i � �� � � � � n�
and let Eh be a quasi�regular re�nement of EH into rectangles� Again� let f��ig be
an overlapping domain decomposition of � which aligns with the boundary ���
The overlap parameter � is de�ned as before� Associated with each ��i� let N

i
h

be the restriction of the nonconforming �nite element Nh to ��i� With these� the
form of the additive Schwarz method given in 
����� and 
����� remains the same�
Moreover� a parallel analysis could be given here� However� we here show how to
use the established results of the triangular elements to analyze the rectangular
case�

Let bEh be the triangulation of � into triangles obtained by connecting the two
opposite vertices of the rectangles in Eh� as illustrated in Figure �� Associated withbEh� let bNh be the P� nonconforming �nite element space as de�ned in 
���� Then

we de�ne the operator bIh � Nh � bNh as follows� If v � Nh and e is an edge of a

triangle in bNh� then bIhv � bNh is de�ned by


���
�

jej

bIhv� ��e � �

jej

v� ��e�

Lemma ��� There is a constant C independent of h such that for all v � Nh

jjbIhvjjL���� 	 CjjvjjL�����
��a�

jjbIhvjjh 	 Cjjvjjh�
��b�
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FIG� �� A triangular re�nement of rectangles�

Proof� We �rst prove the inequality 
��a�� From 
��� it follows that

jjbIhvjj�L���� � X
E�Eh

jjbIhvjj�L��E�
	 C

X
E�Eh

�X
i��

�Z
ei
E

jbIhvj de
��

	 C
X
E�bEh

�X
i��

�Z
eiE

jvj de

��

	 Cjjvjj�L�����

from which 
��a� follows�
We now prove the second inequality� which follows from the �rst one� Given

v � Nh� de�ne � � Nh� w � bNh� and z � H�
� 
�� by

ah
v� �� � 
�� ��� �� � Nh�
���

ah
w� �� � 
�� ��� �� � bNh�

ah
z� �� � 
�� ��� �� � H�
� 
���

Note that kzkH���� 	 Ck�kL���� by elliptic regularity� and that v and w are ap�
proximations to z with the usual error estimates ���� Thus� it follows from an inverse
inequality and 
��a� that

jjbIhvjjh 	 jjbIh
v � w�jjh � jjwjjh

	 C
�
h��jjbIh
v � w�jjL���� � jjv � wjjh � jjvjjh

�
	 C

�
h��jjv � wjjL���� � jjvjjh

�
	 C

�
h��
jjv � zjjL���� � jjw � zjjL����� � jjvjjh

�
	 C

�
hk�kL���� � jjvjjh

�
�
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Finally� by 
���� we see that

jj�jj�L���� � ah
v� �� 	 Cjjvjjhjj�jjh 	 Ch��jjvjjhjj�jjL�����

and 
��b� follows� �

Let Rh be the interpolation operator into Nh� and de�ne the coarse space N�
h by


��� N�
h � fv � Nh � v � Rh�  � bN�

hg�

where bN�
h is a triangular coarse space such that Rh is well de�ned for every

 � bN�
h �

Theorem ��� Assume that bN�
h is such a triangular coarse space that the result in

Theorem  is true and that the rectangular coarse space N�
h is given by 
���� Then

the condition number c
�� of the additive Schwarz operator � in the rectangular

case satis�es


���� c
�� 	 C
� �H����

where C is independent of h� H� and ��

Proof� The spectrum of � can be bounded as before� It again su�ces to prove

the assumption 
A��� For every v � Nh� let 
bIhv�i � bN i
h be the decomposition ofbIhv � bNh constructed from the triangular case� Let vi � Rh

bIhv�i� � N i

h� Then
we see that v �

Pn
i�� vi� Thus� by Theorem  and Lemma ��� we obtain

nX
i��

ah
vi� vi� 	 C
nX
i��

ah

bIhv�i� 
bIhv�i�
	 C 
� �H��� ah
bIhv� bIhv�
	 C 
� �H��� ah
v� v��

and 
A�� follows� �

Let Eh � EHJ
for some J � � where EHk

� Ek 
Hk � ��kH� � 	 k 	 J� is
constructed by connecting the midpoints of the edges of the rectangles in Ek��� For

each � 	 k 	 J � let bEk be the triangulation of � into triangles corresponding to

Eh� Associated with each bEk� let bNk be the P� nonconforming �nite element space

as de�ned in 
���� Then it is easy to see that N�
h can be constructed from bN�

h by
means of 
���� or 
������

The same idea also applies to the analysis of the two�level multiplicative algo�
rithm� and the same result given in Theorem �� remains valid here�

���� Multilevel Schwarz methods� Let EH � EH�
be given and the family

fEHk
gk�� be constructed as above� Let Eh � EHJ

be the �nest triangulation of ��
i�e�� h � ��JH� for some J � �� and let NHk

� Nk denote the nonconforming �nite
element space of level k associated with the triangulation Ek� as de�ned in 
���
For each k� we introduce the continuous bilinear functions

Uk �
�
� � C�
�� � �jE � Q���
E�� �E � Ek and �j�� � �

�
�
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Unlike the triangular case� Uk �� Nk� Thus� the intergrid transfer operator Ikk�� �
Nk�� � Nk cannot be de�ned as in 
����� and 
������ Hence� the convergence
analysis in x�� does not apply here� Fortunately� we can use the idea of the proof
in Theorem � to construct the operator Ikk���

For each k� let bEk be the triangulation of � into triangles obtained from Ek using
the above manner 
see Figure ��� and let bIk � Nk � bNk be de�ned as in 
���� Let

Ik � bNk � bNh be de�ned as in 
����� or 
������ Then we de�ne Ik � Nk � Nh by


���� Ik � RhIkbIk�
De�ne 
�� ��k on Nk by


v� w�k �
X
e��Ek

Hk
v� w�e�

We can now introduce the operators Ak� Ik� �Ik� �k� and Sk as before� Namely�
Ak � Nk � Nk is given by


Akv� w�k � ak
v� w�� �w � Nk�

Ik � Nh � Nk and �Ik � Nh � Nk are given by

ak
I
kv� w� � ah
v� Ikw�� �w � Nk�


�Ikv� w�k � 
v� Ikw�J � �w � Nk�

and �k � Nk � Nk is a symmetric and positive de�nite operator with respect to
the 
�� ��k�inner product such that there are constants �� and �� independent of k
satisfying

��
v� v�k 	 
�kv� v�k 	 ��
v� v�k� �v � Nk�

From these operators we de�ne Sk by

S�k � Ik�
��
k AkI

k� k � �� �� � � � � J�

Sk � C�H
�
kS

�
k� k � �� �� � � � � J�

where C� satis�es an inequality similar to 
������ With the operators Sk� the mul�
tilevel additive and multiplicative Schwarz algorithms can be de�ned as in x���
and the convergence results directly follow from those in Theorem �� by means of
Lemma ���


� Simplexes

Let now Eh be a partition of� into simplexes� The lowest�order Raviart�Thomas�
Nedelec space ���� �� de�ned over Eh is given by

Vh
E� �
�
P�
E�

��
�
�

x� y� z�P�
E�

�
�

Wh
E� � P�
E��

Lh
e� � P�
e��
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In the present case the results in Lemmas � and � remain the same if we de�ne the
nonconforming �nite element space

Nh �fv � L�
�� � vjE � P�
E�� �E � Eh� v is continuous at the barycenters

of interior faces and vanishes at the barycenters of faces on ��g�

Moreover� for each simplex E � Eh� its contributions to the sti�ness matrix and
the right�hand side are

mE
ij � �iE�

E�jE � FE
i � �


Jfh � �
i
E�E

jEj
� 
Jfh � �

i
E�eiE �

where Jfh � fh
x� y� z���� For each E � Eh� let �hjE � 
a�E � bEx� a
�
E � bEy� a

�
E �

bEz�� Then �h and uh are computed from the following relations�

bE �
fE
�
�

ajE ��
�X
i��

jeiE j
�
E
j��

i���
E � �Ej��

i���
E � �Ej��

i���
E ��hjeiE

�
fE
�

�X
i��


�Eji
	i�x� 	i�y � 	i�z�� ��E � j � �� �� ��

uE �
�

�jEj

�

Bh�h� 
x� y� z��E �

�X
i��

�hjei
E


x� y� z�� �iE�eiE

�
�

The two�level Schwarz method can be de�ned as in x�� If EH�
is given and each

EHk��
is a regular re�nement of EHk

into eight times as many elements by joining the
barycenters of the faces of the elements in EHk

� then the de�nition of the multilevel
Schwarz method remains unchanged provided that the intergrid transfer operator
Ikk�� � Nk�� � Nk is given as in 
����� or 
������

�� Rectangular parallelepipeds

Let now Eh be a decomposition of � into rectangular parallelepipeds oriented
along the coordinate axes� The lowest�order Raviart�Thomas�Nedelec space ���
de�ned over Eh 
equivalently� the lowest�order Brezzi�Douglas�Fortin�Marini space
���� is given by

Vh
E� � Q�����
E��Q�����
E��Q�����
E��

Wh
E� � P�
E��

Lh
e� � P�
e��

In this case the nonconforming space Nh is given by

Nh �

�
� � �jE � a�E � a�Ex� a�Ey � a�Ez � a	E
x

� � y�� � a
E
x
� � z���

aiE � IR� �E � Eh� if E� and E� share a face e�

then

Z
e

�j�E� ds �

Z
e

�j�E� ds� and

Z
�E���

�j�� ds � �

�
�
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Then the results given in Lemmas �� and � can be extended to the present case�
For each E � Eh� set

RE �
�

�x�E
�

�

�y�E
�

�

�z�E
�

Jfh jE �
fE
RE

�
x

�x�E
�

y

�y�E
�

z

�z�E

�
�

and

��i��E �

�
j�i���j

�xE
�
j�i���j

�yE
�
j�i���j

�zE

�
�

j�iE j
� �

j�
i���
E j

�x�E
�
j�
i���
E j

�y�E
�
j�
i���
E j

�z�E
�

Then the contributions of the rectangular parallelepiped E � Eh to the sti�ness
matrix and the right�hand side are

mE
ij �

�


	� ��E
�iE � �

j
E �

�jEj�


	� ��E

�
��i��E � ��j��E �

�

RE
j�iE j

�j�jE j
�

�
�

FE
i � �


Jfh � �
i
E�E

jEj
� 
Jfh � �

i
E�eiE �

For E � Eh� let �hjE � 
aE � bEx� cE � dEy� sE � tEz�� Then it follows from 
���
���� that

aE � �
��xE jEj


	� ��E�x�ERE


X
i��

��
���x�ERE

� j�i���E j

�x�E
�
j�
i���
E j

�y�E

�
j�
i���
E j

�z�E
�

�xERE

��xE
�
i���
E

�
�hjeiE �

�xEfE
�x�ERE

�

bE �
�jEj


	� ��E�x�ERE


X
i��

��
���x�ERE

� j�i���E j

�x�E
�
j�
i���
E j

�y�E

�
j�
i���
E j

�z�E

�
�hjei

E
�

fE
�x�ERE

�

similar expressions hold for cE � dE � sE � and tE � Finally�

uE �
�

�RE


X
i��

�
j�
i���
E j

�x�E
�
j�
i���
E j

�y�E
�
j�
i���
E j

�z�E

�
�hjeiE �

fE
	� ��E
��RE jEj

�

The two�level Schwarz method can be de�ned as in the rectangular case� If EH�

is given and each EHk��
is a regular re�nement of EHk

into eight times as many ele�
ments� then the multilevel Schwarz method can also similarly be de�ned� Moreover�
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the convergence result follows from that for the simplexes if an appropriate opera�
tor can be de�ned from the nonconforming space on rectangular parallelepipeds to
that on simplexes� This can be done as follows�

Let bEh be the triangulation of � into simplexes obtained by dividing each paral�
lelepiped in Eh into six tetrahedra� as illustrated in Figure �� or into �ve tetrahedra�

as shown in Figure �� Also� let bNh be the corresponding P� nonconforming space
as given in the previous section� Then� if v � Nh and e is a face of a tetrahedron

in bNh� we de�ne bIhv by


����
�

jej

bIhv� ��e � �

jej

v� ��e�

It can be shown as in Lemma �� that the stability results similar to 
��� hold forbIh� Thus� if the coarse space is given as in 
���� the convergence result in Theorem
� remains the same for the rectangular parallelepipeds�
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FIG� �� A rectangular parallelepiped divided into six tetrahedra�

�� Prismatic elements

Let now � be of the form � � G� ��� �� with G � IR� and Eh be a partition of �
into prisms with three vertical edges parallel to the z�axis and two horizontal faces in
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FIG� �� A rectangular parallelepiped divided into �ve tetrahedra�

the 
x� y��plane� The lowest�order Nedelec space ���� de�ned over Eh 
equivalently�
the lowest�order Chen�Douglas space ���� is given by

Vh
E� �
�
P�
E�

��
�
�


x� y�P�
E�� zP�
E��

�
�

Wh
E� � P�
E��

Lh
e� � P�
e��

The corresponding nonconforming �nite element space is given by

Nh �

�
� � �jE � a�E � a�Ex� a�Ey � a�Ez � a	E
x

� � y� � �z��� aiE � IR� �E � Eh�

if E� and E� share a face e� then

Z
e

�j�E� ds �

Z
e

�j�E� ds�

and

Z
�E���

�j�� ds � �

�
�

Again� the results given in Lemmas �� and �� remain the same� Furthermore�
for each prism E � Eh� its contributions to the sti�ness matrix and the right�
hand side and the restriction of �h and uh to E can be explicitly determined as in
the triangular and rectangular cases� for more details on these expressions for the
prismatic elements� refer to �����

The two�level and multilevel Schwarz methods can be de�ned as before� The
convergence result follows from the corresponding result for the simplexes if each

prism is divided into three tetrahedra as in Figure � and the operator bIh � Nh � bNh

is de�ned as in 
����� We end this section with a remark that with a linearization
approach the problem of solving quasilinear problems reduces to one of solving
symmetric linear problems ���� and the theory of the paper applies�
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�� Numerical example

In this section the two�level additive Schwarz algorithm described in x� is applied
to the model problem

��u � f in � � 
�� ����
���a�

u � � on ���
���b�

Comparison of numerical experiments among the domain decomposition methods
developed in the previous sections will be reported in a forthcoming paper� The
right�hand side f is given by

f
x� y� z� � ��� sin
�x� sin
�y� sin
�z��

so that the exact solution is

u
x� y� z� � � � sin
�x� sin
�y� sin
�z��

��h �� �� �� �� �� ��

n  ��  ��  ��

c��� ��� ���� ��	 ���� ���� ���

�  � �   �

Table �� The condition number with � � H�

The domain � is �rst divided into uniform cubes� and then each cube is parti�
tioned into �ve tetrahedra� as shown in Figure �� The lowest�order Raviart�Thomas
space over a uniform decomposition of � into simplexes is exploited here� The con�
jugate gradient method is exploited with the stopping criterion that the relative
residual as measured in the energy norm is less than ����� The experiments in
Tables � and � report the condition number in the cases of the overlap parameter
� � H� and � � h� In the tables� n is the number of the subdomains� c
�� is
the condition number of the two�level additive Schwarz algorithm� and � is the
number of iterations needed to achieve the desired accuracy� From these results we
see that the condition number depends linearly on the ratio of the subdomain size
to the overlap parameter and is uniformly bounded� Also� the number of iterations
is bounded independently of the mesh sizes and the number of decompositions�
Hence� the experimental results coincide with the theory established before� An
extension of the present approach to other substructuring methods such as those
in ���� ��� �� will be discussed in a forthcoming paper�
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��h �� �� � �

n  ��  ��

c��� ����� ���	� ����� �����

� �� �� �� ��

Table �� The condition number with � � h
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